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Abstract
We extend the previous work of De Castro et al. (2017a, b) into mixed strategies.
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1 Introduction

Under the Wald’s maxmin preferences, Liu et al. (2020) showed that an incentive
compatible allocation may not be mixed incentive compatible.1 It follows that the
set of incentive compatible allocations contains the set of mixed incentive compati-
ble allocations as a strict subset. Furthermore, we know from Liu et al. (2020) that
efficient allocations of De Castro and Yannelis (2018); De Castro et al. (2017a, b)
and interim maxmin value allocations of Angelopoulos and Koutsougeras (2015) are
not only incentive compatible, but also mixed incentive compatible under the Wald’s
maxmin preferences.2 However, whenwe take into account that agentsmay randomize
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their choices, are these allocations implementable? What is the relationship between
incentive compatibility and implementation?

When a Designer asks agents to report their privately observed events in a direct
revelation mechanism, no agent knows the reports of other agents. Facing these uncer-
tainties, agents may adopt a criterion à laWald (1950). That is, each agent maximizes
the worst case payoff, i.e., the payoff that takes into account not only the worst state
that can occur, but also the worst strategy of all the other agents against her.

It turns out that if an allocation is incentive compatible and agents maximize their
worst case payoffs, then agents may strictly prefer to misreport true events with a
strictly positive probability (Example 1 below). Then, does mixed incentive compati-
bility imply that truth telling gives every agent the best worst payoff? In other words, if
agents maximize their worst case payoffs, can they reach mixed incentive compatible
allocations? We show that the answers are positive. In particular, we show that every
mixed incentive compatible allocation is implementable as a maxmin equilibrium if
and only if punishments induce truth telling with respect to mixed strategy deviations.
That is, punishments must not make “the worst case payoff of truth telling” strictly
less than “the worst case payoff of not being truthful with probability one”. If an econ-
omy can be represented by the standard type model of the implementation literature,
then we know that agents’ reports are always compatible.3 Thus, the Designer does
not need to specify punishments. It follows that in such an economy, every mixed
incentive compatible allocation is implementable as a maxmin equilibrium.

The paper is organized as follows. Sections 2 and 3 define an asymmetric informa-
tion exchange economy, incentive compatibility and implementation. In Sect. 4, we
show that each mixed incentive compatible allocation is implementable as a maxmin
equilibrium. Finally, we conclude in Sect. 5. The proof of our result is collected in the
Appendix.

2 Asymmetric information exchange economy

We consider an asymmetric information exchange economy in which agents have the
Wald’s maxmin preferences as in De Castro and Yannelis (2018). Let R

�+ denote the
�-goods commodity space and I = {1, · · · , N } the set of N agents. Let � be a finite
set of states of nature and ω ∈ � is a state of nature. Let ui : R

�+ × � → R be agent
i’s ex post utility function, taking the form of ui (ci , ω) where ci ∈ R

�+ is agent i’s
consumption. Agent i’s random initial endowment is a mapping from the set of states
of nature to the commodity space, i.e., ei : � → R

�+. Agent i’s allocation is a mapping
from � to R

�+. Then, an allocation x = (xi )i∈I is a mapping from � to R
�×N+ . We

use L to denote the set of allocations.
Agents have asymmetric information with respect to the realized state of nature.

That is, when a state of nature is realized, each agent observes an event that contains
the realized state of nature. Formally, each agent i has a partition Fi of �. Each event
Ei in the partitionFi represents a maximal set of states that agent i cannot distinguish.
If ω is the realized state of nature, agent i observes the event Ei (ω), where Ei (ω)

3 De Castro et al. (2017a) adopts the type model.
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denotes the element ofFi that contains the stateω. The event Ei (ω) is agent i’s private
information. We impose the standard no redundant state assumption. That is, when a
state occurs and all agents truthfully report their private information, they will know
the realized state:

Assumption 1 For each ω,
⋂

j∈I E j (ω) = {ω}.
Each agent is able to form a probability assessment over her partition. That is,

each agent i has a probability measure πi : σ (Fi ) → [0, 1], where σ (Fi ) is the
algebra generated by agent i’s partition. Each πi is a well defined probability measure.
However, if ω and ω′ are in the same event Ei ∈ Fi , then neither {ω} nor {

ω′} is in
the algebra σ (Fi ). Hence, the probability πi ({ω}) or πi

({
ω′}) is not defined. Let �i

be the set of all probability measures over 2� that agree with πi . Formally,

�i = {
probability measure μi : 2� → [0, 1] | μi (A) = πi (A) ,∀A ∈ σ (Fi )

}
.

We postulate that each agent i’s preferences on L are maxmin à la Gilboa and
Schmeidler (1989). Given an allocation x , agent i’s ex ante expected utility is

min
μi∈Pi

∑

ω∈�

ui (xi (ω) , ω) μi (ω) , (1)

where Pi is a non-empty, closed and convex subset of �i , i.e., Pi is agent i’s multi-
belief set. Let x and y be two allocations from L . If the ex ante expected utility of xi
is larger than that of yi , then agent i prefers xi to yi , xi �i yi .4 Moreover, she strictly
prefers xi to yi , xi �i yi , if she prefers xi to yi but not the reverse, i.e., xi �i yi but
yi �i xi . This general multi-belief model includes the Wald’s maxmin preferences in
De Castro and Yannelis (2018) as special cases. Indeed, if Pi = �i , then the worst
probability in the multi-belief set Pi should assign the whole weight to the worst
state in each Ei . In this case, the multi-belief preferences become the Wald’s maxmin
preferences in De Castro and Yannelis (2018), where the following formulation is
equivalent to (1),

∑

Ei∈Fi

(

min
ω∈Ei

ui (xi (ω) , ω)

)

μi (Ei ) . (2)

Then, when agent i observes an event Ei , she prefers xi to yi , if

min
ω∈Ei

ui (xi (ω) , ω) ≥ min
ω∈Ei

ui (yi (ω) , ω) . (3)

In this paper, we focus on the Wald’s maxmin preferences. The interest of the
Wald’smaxmin preferences comes from that only under these preferences any efficient
allocation is incentive compatible (De Castro and Yannelis 2018). Furthermore, (Liu
and Yannelis 2021) showed that even if agents start with (Gilboa and Schmeidler

4 “Larger than” means “greater than or equal to”.
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1989) preferences, the agents can be persuaded to use the Wald’s maxmin preferences
in order to enlarge the set of efficient, individually rational and incentive compatible
allocations.

Anasymmetric information exchange economyE is the setE = {�, (ui , ei ,Fi , Pi ) :
i ∈ I }. In this economy, an allocation x is feasible if at every state ω ∈ �, the sum
of consumptions is the same as the sum of the endowments, i.e.,

∑N
i=1 xi (ω) =

∑N
i=1 ei (ω). Furthermore, we assume that each agent knows her endowment and util-

ity function in the interim. Moreover, ei and ui do not reveal more information than
Ei . That is, we assume that both ei and ui areFi -measurable. Then, we have that ei (·)
is constant on each element ofFi : ei (ω) = ei

(
ω′) whenever ω and ω′ are in the same

event, i.e., Ei (ω) = Ei
(
ω′). Also, given any ci ∈ R

�+, whenever Ei (ω) = Ei
(
ω′),

we have ui (ci , ω) = ui
(
ci , ω′). Assuming ei and ui to be Fi -measurable is more

general than being constant.

3 Mixedmaxmin incentive compatibility and implementation

Suppose that agents want to end up with a feasible allocation x that is different from
their random initial endowment e. Then, transfers need to take place. Since both e and
x depend on the state of natureω, the transfersmay depend onω as well. Recall that the
agents have asymmetric information with respect to the realized state of nature. Thus,
it is necessary to pool their private information so that they may know the realized
state of nature and end up with the correct transfers. We assume that each agent i
decides what to report to the Designer after observing Ei (ω).

It turns out that a Wald’s maxmin agent can get an averaged payoff in each state
of nature by randomizing her choices. Thus, randomization may help her to avoid
extremely low payoffs ((Raiffa 1961), (Saito 2015), (Ke and Zhang 2020)). Indeed,
suppose that reporting the truth gives an agent a payoff of one in state a and zero in
state b. Moreover, reporting a lie gives the agent a payoff of zero in state a and one
in state b. Then, mixing between the truth and the lie in state a gives the agent an
averaged payoff which is strictly higher than zero. The same holds for state b. Thus, a
Wald’s maxmin agent may strictly prefer to randomize her choices. Liu et al. (2020)
showed that even if a Wald’s maxmin agent has no incentive to unilaterally deviate
from reporting the truth Ei (ω) to reporting a lie Êi 	= Ei (ω), she may strictly prefer
to unilaterally deviate from truth telling to a lottery over Fi . The outcome/realization
of the lottery is an event Êi in Fi , thus it can be a lie. Furthermore, Liu and Yannelis
(2021) showed that such a profitable unilateral deviation brings Pareto improvements
to the agents. Thus, we take into account that a Wald’s maxmin agent may flip a
coin, roll dice or randomize in her mind to decide which event to report. In particular,
upon observing Ei (ω), agent i may choose to use a lottery over Fi and report the
outcome/realization of the lottery.

The Designer does not know the realized state of nature ω, nor the agents’ privately
observed events Ei (ω), i ∈ I . However, the Designer observes the agents’ reports.
Thus, the Designer sets the transfers based on the agents’ reports.
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Formally, let
(
Ê1, · · · , ÊN

)
denote a report profile, where Êi ∈ Fi is agent i’s

report, i ∈ {1, · · · , N }. By Assumption 1, we know that the agents’ reports are either
compatible (i.e.,

⋂
j∈I Ê j is a singleton set) or incompatible (i.e.,

⋂
j∈I Ê j is an empty

set). Let t
(
Ê1, · · · , ÊN

)
denote the transfers among the agents, when every agent i

reports Êi ∈ Fi . Let

ti
(
Ê1, · · · , ÊN

)
=

{
xi

(
ω̂

) − ei
(
ω̂

)
if

⋂
j∈I Ê j = {

ω̂
}

Di if
⋂

j∈I Ê j = ∅,
(4)

where Di ∈ R
� denotes a punishment, i.e., it is the transfer of agent i when

agents’ reports are incompatible.5 Clearly, if the realized state is ω and the agents
report the true events, then Êi = Ei (ω) for each i and ∩i∈I Ei (ω) = {ω}. Thus,
the transfers t

(
Ê1, · · · , ÊN

)
= x (ω) − e (ω) are correct and the agents reach

x (s) after these transfers, i.e., the agents end up with e (ω) + t
(
Ê1, · · · , ÊN

)
=

e (ω) + x (ω) − e (ω) = x (ω).6 For simplicity, we use E−i (ω) to denote
(E1 (ω) , · · · , Ei−1 (ω) , Ei+1 (ω) , · · · , EN (ω)).Also,weuse Êi∩E−i (ω) to denote
Êi ∩ E1 (ω) ∩ · · · ∩ Ei−1 (ω) ∩ Ei+1 (ω) ∩ · · · ∩ EN (ω).

3.1 Mixedmaxmin incentive compatibility

Let x Êi
i (ω) denote agent i’s consumption, when the realized state is ω, her report is

Êi and all other agents report truthfully. Thus,

x Êi
i (ω) = ei (ω) + ti

(
Êi , E−i (ω)

)

=
{
ei (ω) + xi

(
ω̂

) − ei
(
ω̂

)
if Êi ∩ E−i (ω) = {

ω̂
}

ei (ω) + Di if Êi ∩ E−i (ω) = ∅.
(5)

An allocation is maxmin incentive compatible if no agent can improve her interim
Wald’smaxmin payoff by unilaterally deviating from reporting the true event to report-
ing another event. That is, an allocation x is maxmin incentive compatible, if for each
agent i and for each Ei ∈ Fi ,

min
ω∈Ei

ui (xi (ω) , ω) ≥ min
ω∈Ei

ui
(
x Êi
i (ω) , ω

)
, (6)

5 Agents are punished if and only if their reports are incompatible. The Designer chooses the value of
Di ∈ R

�. Some choices are no transfer (i.e., every agent keeps her endowment), imposing the worst
possible transfer, or randomly assigning a transfer (see for example, Glycopantis et al. (2001), Liu (2016)
and De Castro et al. (2020, 2017b)).
6 As inDeCastro et al. (2017a, b),Moreno-García and Torres-Martínez (2020) and Liu andYannelis (2021),
we impose the following condition: every transfer under x is feasible, i.e., ei (ω) + xi

(
ω̂

) − ei
(
ω̂

) ∈ R
�+,

for each i ,ω, ω̂. Clearly, if each ei is constant, then the feasibility condition above is automatically satisfied.
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for all Êi ∈ Fi .
We say that an allocation is mixed maxmin incentive compatible, if no agent can

improve her interimWald’smaxmin payoff by unilaterally deviating from reporting the
true event. That is, no agent can become strictly better off bymisreporting the true event
with a strictly positive probability. Formally, let αi be a probability distribution over

Fi and αi

(
Êi

)
the probability of reporting the event Êi ∈ Fi . Now, agents face two

types of uncertainties. These are uncertainty from the state of nature and uncertainty
from αi . Depending on an agent’s subjective belief of which uncertainty resolves first,
there are different ways to formulate the mixedmaxmin incentive compatibility notion
(Liu et al. 2020). We assume that each agent i believes that nature draws the state ω

first, then agent i learns Ei (ω) and the realization Êi of the lottery αi . Then, we have
the following definition, which is the strongest mixed maxmin incentive compatibility
notion in Liu et al. (2020).

Definition 1 An allocation x is mixed maxmin incentive compatible, if for each agent
i and for each Ei ∈ Fi ,

min
ω∈Ei

ui (xi (ω) , ω) ≥ min
ω∈Ei

∑

Êi∈Fi

ui
(
x Êi
i (ω) , ω

)
αi

(
Êi

)
, (7)

for all αi .

Remark 1 Liu et al. (2020) showed that if an allocation satisfies Definition 1, then it
satisfies every mixed maxmin incentive compatible notion in their paper. That is, if
an allocation x satisfies Definition 1, then it is mixed maxmin incentive compatible
under the Wald’s maxmin preferences, regardless of agents’ subjective beliefs on
which uncertainty resolves first. Furthermore, they showed that Definition 1 is strictly
stronger than the maxmin incentive compatible notion.

3.2 Implementation

When a Designer asks agents to report their privately observed events, no agent knows
the reports of other agents. Facing the state of nature uncertainty and the strategic
uncertainty, agents may adopt a criterion à la Wald (1950). That is, each agent maxi-
mizes her worst case payoff, i.e., the payoff that takes into account not only the worst
state that can occur, but also the worst strategy of all the other agents against her.7

We say that a feasible allocation x is implementable, if agents end up with x through
maximizing their worst case payoffs.

Formally, a direct revelation mechanism associated with an allocation is a non-
cooperative game. In this game,when stateω is realized, each agent i privately observes
the event Ei (ω). Then, the agents report events simultaneously.8

Definition 2 A mixed strategy of agent i is a function σi : Fi → �(Fi ).

7 Decerf and Riedel (2020) refer to this as maxmin strategies.
8 We assume that an agent lies, only if she can benefit from doing so.
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For every Ei ∈ Fi , σi (Ei ) is a lottery over her partition Fi . That is, after observing
Ei , agent i reports the realization Êi of the lottery σi (Ei ). Let 	i denote agent i’s
strategy set. Denote by 	 = ×i∈I	i the strategy set. Let σ ∈ 	 denote a strategy
profile, that is, σ = (σ1, · · · , σN ), then σ (ω) = (σ1 (E1 (ω)) , · · · , σN (EN (ω))).
As usual, let 	−i denote × j 	=i	 j and let σ−i denote (σ1, · · · , σi−1, σi+1, · · · , σN ).

Furthermore, let σi (Ei )
[
Êi

]
denote the probability of reporting Êi when agent i

adopts the strategy σi and her observed event is Ei . If agents adopt the strategy profile

σ and the state is ω, then the agents get the transfers t
(
Ê1, · · · , ÊN

)
with probability

σ1 (E1 (ω))
[
Ê1

]
× · · · × σN (EN (ω))

[
ÊN

]
, for each

(
Ê1, · · · , ÊN

)
∈ ×i∈IFi .

In state ω, the outcome of adopting a strategy profile σ is g (σ, ω): the agents get

e (ω)+t
(
Ê1, · · · , ÊN

)
with probabilityσ1 (E1 (ω))

[
Ê1

]
×· · ·×σN (EN (ω))

[
ÊN

]
,

for each
(
Ê1, · · · , ÊN

)
∈ ×i∈IFi . That is, in state ω, agent i’s payoff is

∑

Êi∈Fi

∑

Ê−i∈F−i

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
σi (Ei (ω))

[
Êi

]
σ−i (E−i (ω))

[
Ê−i

]
,

where σ−i (E−i (ω))
[
Ê−i

]
denotes × j 	=iσ j

(
E j (ω)

) [
Ê j

]
.

A direct revelation mechanism associated with an allocation x is a set 
 =〈
I , 	, x, t, g, {ui }i∈I

〉
. In a maxmin equilibrium, each agent chooses a mixed strat-

egy to maximize her payoff that takes into account the worst state that can occur and
also the worst mixed strategy of all the other agents against her.9 In other words, the
maxmin equilibrium simply says that every agent adopts a criterion à laWald (1950).

Definition 3 In a direct revelationmechanism
, a strategy profileσ ∗ = (
σ ∗
1 , · · · , σ ∗

N

)

constitutes a maxmin equilibrium, if for each agent i , her strategy σ ∗
i maximizes the

lower bound of her interim payoff, that is, the function σ ∗
i : Fi → �(Fi ) satisfies

that for each Ei ∈ Fi ,

min
ω∈Ei ,σ−i∈	−i

∑

Êi∈Fi

∑

Ê−i∈F−i

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
σ ∗
i (Ei )

[
Êi

]
σ−i (E−i (ω))

[
Ê−i

]

≥ min
ω∈Ei ,σ−i∈	−i

∑

Êi∈Fi

∑

Ê−i∈F−i

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
σi (Ei )

[
Êi

]
σ−i (E−i (ω))

[
Ê−i

]
, (8)

for all σi ∈ 	i .

9 As in De Castro et al. (2017a, b), Decerf and Riedel (2020), agents adopt maxmin strategies. We differ
from Guo and Yannelis (2021) in both solution concepts and strategy sets.
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That is, agent i evaluates each lottery choice by taking minima over ω and σ−i . The
first one refers to the state uncertainty, and the second one represents the strategic
uncertainty. Let ME (
) denote the set of maxmin equilibria of the mechanism 
.

Definition 4 An allocation x is implementable as a maxmin equilibrium of the mech-
anism 
, if there exists a maxmin equilibrium σ ∗, such that for every ω, the outcome
g (σ ∗, ω) = x (ω).

A strategy profile σ is truth telling, if σi (Ei ) [Ei ] = 1 for all Ei and i . We denote
such a strategyprofile byσ T . Clearly, if the truth telling strategyprofileσ T constitutes a
maxmin equilibrium of the mechanism 
 = 〈

I , 	, x, t, g, {ui }i∈I
〉
, then g

(
σ T , ω

) =
e (ω) + t (E1 (ω) , · · · , EN (ω)) = e (ω) + x (ω) − e (ω) = x (ω), for each ω ∈ �.
That is, the allocation x is implementable as a maxmin equilibrium of the mechanism

.

4 Implementation of incentive compatible allocations

We show in Example 1 below that if an allocation is maxmin incentive compatible
(i.e., it satisfies (6)), then it may not be implementable in a direct revelationmechanism
that takes into account that agents may randomize their choices. A stronger incentive
compatibility notion (Definition 1), i.e., mixed maxmin incentive compatibility, is
needed for implementation in a direct revelation mechanism with mixed strategies
(Theorem 1 and Corollary 1 below).

Example 1 There are two agents, 1 and 2, one good, and four states of nature � =
{a, b, c, d}. Each agent i has a partition of �, denoted by Fi , where i = 1, 2:

F1 = {{a, b} , {c, d}} ; F2 = {{a, d} , {b, c}} .

For example, if state a occurs, agent 1 observes the event {a, b} which is her private
information in the interim. At the same time, agent 2 observes the event {a, d} which
is his private information in the interim. The ex post utility function of each agent i is
ui (ci , ω) = √

ci for all ω ∈ �, where ci denotes agent i’s consumption of the good.
The agents get 2.5 units of the good in each state, i.e., ei (ω) = 2.5, for each ω ∈ �

and for each i . Furthermore, the agents have the Wald’s maxmin preferences. Let x be
a feasible, ex post efficient and maxmin incentive compatible allocation (please see
(6)):

(x1 (a) , x1 (b) , x1 (c) , x1 (d)) = (3, 2, 3, 2) ;
(x2 (a) , x2 (b) , x2 (c) , x2 (d)) = (2, 3, 2, 3) .

However, x is not implementable as a maxmin equilibrium when we take into
account that agentsmay randomize their choices. Indeed, suppose that agent 1 observes
the event {a, b}. If she reports the true event {a, b}, the worst state that can occur is
state b and the worst strategy of agent 2 against agent 1 is reporting {b, c}. Hence, her
worst case payoff is

√
2. If she reports the true event {a, b} with probability 0.5, then
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the worst state that can occur is state b and the worst strategy of agent 2 against agent

1 is reporting {b, c}. Now, her worst case payoff is
(√

2 + √
3
)

· 0.5, which is strictly
higher than the worst case payoff of reporting the true event. It turns out that we have
a unique maxmin equilibrium, in which each agent always mixes the true event and
the lie with equal probabilities. Then, in each state of nature ω ∈ �, the agents get
x (a) with probability 0.25. Clearly, the allocation x is not implemented.

In Example 1, the agents’ reports are always compatible. It follows that theDesigner
never has a chance to punish the agents. However, in general, agents’ reports may
be incompatible, i.e.,

⋂
j∈I Ê j = ∅. Thus, the Designer needs to specify transfers

Di ∈ R
�, i ∈ I for the case of incompatible reports. That is, each agent i gets a

punishment Di , when their reports are incompatible. Recall that punishments affect
the incentive compatibility and the implementation of an allocation through (5) and
(4) respectively.

Clearly, if punishments are too small, an agent may strictly prefer to lie. However,
it is not true that very high punishments can induce the agents to report true events
in 
 = 〈

I , 	, x, t, g, {ui }i∈I
〉
. The reason is that agents’ reports may be incompatible

even if agent i reports truthfully. Now, if the punishment Di is too high and agent i
can avoid incompatible reports through reporting a lie, then she may strictly prefer
to lie. Thus, in order to remove agents’ incentives to lie in 
, punishments must not
make “the worst case payoff of truth telling” strictly less than “the worst case payoff
of lying with a strictly positive probability”. Formally,

Definition 5 We say that punishments Di ∈ R
�, i ∈ I induce truth telling with respect

to mixed strategy deviations, if the following does not hold: there exists Ei ∈ Fi ,
ω∗ ∈ Ei , Ê∗−i ∈ F−i and an αi ∈ �(Fi ), such that Ei

⋂
Ê∗−i = ∅, and

ui
(
ei

(
ω∗) + ti

(
Ei , Ê

∗−i

)
, ω∗) = ui

(
ei

(
ω∗) − Di , ω

∗)

< min
ω∈Ei ,Ê−i∈F−i

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
αi

(
Êi

)
.

We show in Theorem 1 below that each mixed maxmin incentive compatible allo-
cation is implementable as a maxmin equilibrium if and only if punishments Di , i ∈ I
induce truth telling with respect to mixed strategies deviations.

Theorem 1 Let E = {�, (ui , ei ,Fi , Pi ) : i ∈ I } be an economy where agents have
the Wald’s maxmin preferences, ei and ui are Fi -measurable for each i . Let 
 =〈
I , 	, x, t, g, {ui }i∈I

〉
be a direct revelation mechanism associated with a mixed

maxmin incentive compatible allocation x in the economy E . There exists a unique
truth telling maxmin equilibrium σ T of the mechanism 
 ( i.e.,

{
σ T

} = ME (
) ) for
which we have g

(
σ T , ω

) = x (ω), for each ω ∈ �, if and only if punishments Di ,
i ∈ I induce truth telling with respect to mixed strategy deviations.

Below we provide the intuition. For simplicity, we refer “the payoff that takes into
account the worst state” (i.e., (7)) as “the IC payoff” and “the payoff that takes into
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account not only the worst state that can occur, but also the worst strategy of all the
other agents against her” (i.e., (8)) as “the worst case payoff”. Clearly, regardless of
an agent’s report, her worst case payoff is no higher than her IC payoff. If she reports
the true event, we have two cases. The “first case” is that “the worst case outcome of
truth telling” is ei (ω) + xi

(
ω̂

) − ei
(
ω̂

)
, where ω̂ is a state in the true event Ei (ω). It

turns out that now her worst case payoff is the same as her IC payoff as both ei and
ui are Fi -measurable. Furthermore, since the allocation x is mixed maxmin incentive
compatible, then her IC payoff of using any lottery αi is lower than her IC payoff
of reporting the true event. Thus, we have that her worst case payoff of reporting
the true event is higher than her worst case payoff of using any lottery αi . That is,
the “mixed maxmin incentive compatibility condition” guarantees that reporting the
true event in 
 is each agent’s best choice. The “second case” is that “the worst case
outcome of truth telling” is ei (ω)−Di . That is, her truthful report is incompatible with
other agents’ reports. Now, the “inducing truth telling with respect to mixed strategy
deviations” condition guarantees that reporting the true event in 
 is each agent’s best
choice. Furthermore, we assume that an agent lies, only if she can benefit from doing
so. It follows that if σ T is a maxmin equilibrium of 
, then there is no other maxmin
equilibrium. Finally, the “only if” part of the proof is straight forward. Indeed, if the
“inducing truth telling with respect to mixed strategy deviations” condition fails, then
“the worst case payoff of truth telling” is strictly lower than “the worst case payoff of
a lottery”. Thus, σ T cannot be a maxmin equilibrium of 
. The proof of Theorem 1
is in the Appendix.

De Castro et al. (2017a) adopts the standard type model of the implementation
literature in which agents’ reports are always compatible. As in Example 1, when
agents’ reports are always compatible, the Designer never has a chance to punish the
agents. Clearly, if there is no chance to punish the agents, then no punishment can
cause agents to lie. It follows that any punishment satisfies Definition 5. Thus, we have
the following corollary.

Corollary 1 Let E = {�, (ui , ei ,Fi , Pi ) : i ∈ I } be an economy with compati-
ble reports, where agents have the Wald’s maxmin preferences, ei and ui are
Fi -measurable for each i . Let
 = 〈

I , 	, x, t, g, {ui }i∈I
〉
be a direct revelationmecha-

nismassociatedwith amixedmaxmin incentive compatible allocation x in the economy
E . There exists a unique truth telling maxmin equilibrium σ T of the mechanism
 ( i.e.,{
σ T

} = ME (
) ) for which we have g
(
σ T , ω

) = x (ω), for each ω ∈ �.

Remark 2 Liu et al. (2020) showed that each efficient allocation of De Castro and
Yannelis (2018); De Castro et al. (2017a, b) and each interim maxmin value allocation
of Angelopoulos and Koutsougeras (2015) are mixed maxmin incentive compatible
under theWald’s maxmin preferences.We extend these work further. Indeed, by Theo-
rem 1 and Corollary 1, we know that these allocations are implementable as a maxmin
equilibrium, even if we take into account that agents may randomize their choices.10

10 Recall that many efficient allocations may not be incentive compatible or implementable under the
Bayesian preferences, see for example, Holmström and Myerson (1983), Glycopantis and Yannelis (2018),
Pram (2020), De Castro et al. (2011), Lombardi and Yoshihara (2020), Qin and Yang (2020), Guo and
Yannelis (2020), just to name a few.
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5 Concluding remarks

If we have mixed strategies in a direct revelation mechanism, then incentive compati-
bility has to be in mixed strategies. Otherwise, as Example 1 above indicates that if an
allocation is just maxmin incentive compatible, then it may not be implementable. In
general, agents’ reports may be incompatible and the Designer needs to specify pun-
ishments for the case of incompatible reports. We show in Theorem 1 that each mixed
maxmin incentive compatible allocation is implementable as a maxmin equilibrium if
and only if the punishments do not discourage agents from truth telling.

Appendix

Proof of Theorem 1

Proof The “if” direction: Suppose that the truth telling strategy profile σ T is not a
maxmin equilibrium of 
. Then there exists an agent i , an Ei , and a strategy σi ∈ 	i ,
such that

min
ω∈Ei ,σ−i∈	−i

∑

Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)
σ−i (E−i (ω))

[
Ê−i

]

< min
ω∈Ei ,σ−i∈	−i

∑

Êi∈Fi

∑

Ê−i∈F−i

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
σi (Ei )

[
Êi

]
σ−i (E−i (ω))

[
Ê−i

]
.

(9)

The inequality (9) can be rewritten as

min
ω∈Ei ,Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)

< min
ω∈Ei ,Ê−i∈F−i

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
σi (Ei )

[
Êi

]
. (10)

Clearly,

min
ω∈Ei ,Ê−i∈F−i

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
σi (Ei )

[
Êi

]

≤ min
ω∈Ei

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , E−i (ω)

)
, ω

)
σi (Ei )

[
Êi

]
,
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therefore by (10) we have that

min
ω∈Ei ,Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)

< min
ω∈Ei

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , E−i (ω)

)
, ω

)
σi (Ei )

[
Êi

]
. (11)

To ease the explanation, denote the left hand side of (11) by

ui
(
ei

(
ω∗) + ti

(
Ei , Ê

∗−i

)
, ω∗) = min

ω∈Ei ,Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)
,

(12)

where ω∗ ∈ Ei and Ê∗−i ∈ F−i solve the minimization problem above.

Case one: Ei
⋂

Ê∗−i = {
ω̂

}
for some ω̂ in Ei . Since ui and ei are Fi -measurable,

we have

ui
(
ei

(
ω∗) + ti

(
Ei , Ê

∗−i

)
, ω∗) = ui

(
ei

(
ω∗) + xi

(
ω̂

) − ei
(
ω̂

)
, ω∗)

= ui
(
ei

(
ω̂

) + xi
(
ω̂

) − ei
(
ω̂

)
, ω∗)

= ui
(
xi

(
ω̂

)
, ω̂

)
. (13)

Notice that ui
(
ei (ω∗) + ti

(
Ei , Ê∗−i

)
, ω∗

)
= ui

(
xi

(
ω̂

)
, ω̂

)
implies that

ui
(
xi

(
ω̂

)
, ω̂

) = min
ω∈Ei ,Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)

≤ min
ω∈Ei

ui (ei (ω) + ti (Ei , E−i (ω)) , ω) ≤ ui
(
xi

(
ω̂

)
, ω̂

)
.

That is, we have

min
ω∈Ei ,Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)
= min

ω∈Ei
ui (ei (ω) + ti (Ei , E−i (ω)) , ω) .

Now, from (11), we have

min
ω∈Ei

ui (ei (ω) + ti (Ei , E−i (ω)) , ω)

< min
ω∈Ei

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , E−i (ω)

)
, ω

)
σi (Ei )

[
Êi

]
.

That is, the allocation x is not mixed maxmin incentive compatible, which is a con-
tradiction. Thus, the truth telling strategy profile σ T is a maxmin equilibrium of 
.
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Case two: Ei
⋂

Ê∗−i = ∅. We know that the punishment Di induces truth telling
with respect to mixed strategy deviations. It follows that

ui
(
ei

(
ω∗) + ti

(
Ei , Ê

∗−i

)
, ω∗) = ui

(
ei

(
ω∗) − Di , ω

∗)

≥ min
ω∈Ei ,Ê−i∈F−i

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
αi

(
Êi

)
,

for every αi ∈ �(Fi ). Now, by (12), we have that for every αi ∈ �(Fi ),

min
ω∈Ei ,Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)

≥ min
ω∈Ei ,Ê−i∈F−i

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
αi

(
Êi

)
. (14)

That is, inequality (10) cannot hold, which is a contradiction. Thus, the truth telling
strategy profile σ T is a maxmin equilibrium of 
.

Finally, there is no other maxmin equilibrium. Indeed, an agent lies, only if she can
benefit from doing so. Thus, if σ ∗ is a maxmin equilibrium with σ ∗

i (Ei ) 	= σ T
i (Ei ),

then lying (with a strictly positive probability) makes agent i strictly better off upon
observing the event Ei , i.e.,

min
ω∈Ei ,σ−i∈	−i

∑

Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)
σ−i (E−i (ω))

[
Ê−i

]

< min
ω∈Ei ,σ−i∈	−i

∑

Êi∈Fi

∑

Ê−i∈F−i

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
σ ∗
i (Ei )

[
Êi

]
σ−i (E−i (ω))

[
Ê−i

]
,

(15)

which contradicts to the fact that the truth telling strategy profile σ T constitutes
a maxmin equilibrium of the mechanism. We can conclude that the truth telling
maxmin equilibrium is the only maxmin equilibrium of the mechanism 
, i.e.,{
σ T

} = ME (
).
The “only if” direction:We prove by contradiction. Suppose that the punishments

Di , i ∈ I do not induce truth telling with respect to mixed strategy deviations. That
is, there exists Ei ∈ Fi , ω∗ ∈ Ei , Ê∗−i ∈ F−i and an αi ∈ �(Fi ), such that

Ei
⋂

Ê∗−i = ∅ and

ui
(
ei

(
ω∗) + ti

(
Ei , Ê

∗−i

)
, ω∗) = ui

(
ei

(
ω∗) − Di , ω

∗)

< min
ω∈Ei ,Ê−i∈F−i

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
αi

(
Êi

)
.
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Since

min
ω∈Ei ,Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)
≤ ui

(
ei

(
ω∗) + ti

(
Ei , Ê

∗−i

)
, ω∗) ,

we have that

min
ω∈Ei ,Ê−i∈F−i

ui
(
ei (ω) + ti

(
Ei , Ê−i

)
, ω

)

< min
ω∈Ei ,Ê−i∈F−i

∑

Êi∈Fi

ui
(
ei (ω) + ti

(
Êi , Ê−i

)
, ω

)
αi

(
Êi

)
. (16)

Thus, the worst case payoff of truth telling is strictly lower than the worst case payoff
of using a lottery αi . That is, truth telling σ T is not a maxmin equilibrium of 
. We
can conclude that if σ T is a maxmin equilibrium of 
, then the punishments Di , i ∈ I
induce truth telling with respect to mixed strategy deviations. ��
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