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Abstract

Combining multiple classifiers (ensemble of classi-
fiers) to make predictions for new instances has shown
to outperform a single classifier. As opposed to us-
ing the same ensemble for all data instances, recent
studies have focused on dynamic ensembles in which
a new ensemble is chosen from a pool of classifiers
specifically for every new data instance. We propose
a system for dynamic class prediction based on a new
distance measure to evaluate the distance among data
instances. We first map data instances into a space de-
fined by the class probability estimates from a pool of
two-class classifiers. We dynamically pick classifiers
(features) to be used and thek-nearest neighbors of a
new instance by minimizing the distance between the
neighbors and that instance in a two-step framework.
Results of our experiments show that our measure is
effective for finding similar instances and our frame-
work helps making more accurate predictions.

Keywords: Classification, Dynamic Ensembles, Con-
fidence, Probability Estimates, Distance Measures, k-
NN.

1 Introduction

An ensemble of classifiers consists of a set of trained
classifiers whose individual decisions are combined to
classify new instances. Most existing methods con-
struct static ensembles, in which only one ensemble is
chosen from the pool and used for all new instances.
Recently, there have been studies in which each new
data instance is treated individually. Since different in-
stances are often associated with different classifica-
tion difficulties, it is hypothesized that using different
classifiers for the classification task rather than a single
static ensemble of classifiers can improve performance.
In this study, we propose a method to make dynamic
predictions to address the following questions:
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• To find k-nearest neighbors of a new instance,
should original feature space or classifier space be
used?

• Is using class probability estimates better than just
classifiers’ predictions to find similar instances?

• Is classifiers’ performance on the validation in-
stances helpful when finding similar instances?

• Should all of the classifiers in the pool be used for
computing similarity between instances? If not,
which criteria should be considered to eliminate
certain classifiers?

• After neighbors are found, should we use them to
form an ensemble or to make a prediction?

In Section 2, we summarize the earlier studies re-
garding ensemble of classifiers. In Sections 3 and 4, the
general structure of the system and its running time are
explained. In Sections 5 and 6, we explain proposed
and baseline distance measures. We carry out sev-
eral experiments to evaluate performance of our frame-
work. The results are presented in Section 7. Finally,
Section 8 concludes the paper.

2 Literature Review

Ensembles have received great attention over the past
two decades because averaging errors of multiple pre-
dictors increases overall accuracy. Ensemble gener-
ation methods can use sampling to create different
training sets, use different training parameters for the
learning algorithm, or employ different learning al-
gorithms on the same training set to generate a di-
verse set of classifiers (as there is no point in hav-
ing the same classifier multiple times). Some well-
known algorithms for creating ensembles includeBag-
ging (Breiman (1996)),Boosting(Freund & Schapire
(1996)),Random Subspace Method(Ho (1998)), and
Stacking(Wolpert (1992)). Recently,Overproduce and
Choose strategy, in which a large initial pool of can-
didate classifiers is produced and then a classifier or
a subset of classifiers is selected, has been adopted in
several studies (Didaci & Giacinto (2004), Dos Santos
et al. (2008), Giacinto & Roli (2001), Ko et al. (2008),
Woods et al. (1997), Zhang et al. (2006)).



Several factors contribute to the generalization abil-
ity of an ensemble. The first is the accuracy of the base
classifiers. It is easy to verify that constructing an en-
semble with the most accurate classifiers will result in
good generalization error. However, since the classi-
fiers require uncorrelated errors for the ensemble to be
effective, diversity among them is also important. In
other words, combining accurate and diverse classifiers
may boost the performance of an ensemble if they have
uncorrelated errors (Tumer & Ghosh (1996)). Mean-
while, posterior class probability estimates returned by
classifiers have also been considered. For example,
confidence measures based on ensembles’ vote margin
is proposed by Dos Santos et al. (2008) to improve the
quality of their solutions or to be used as an input to
a meta classifier in Stacking (Menahem et al. (2009),
Ting & Witten (1997)).

Earlier studies regarding this dynamic scheme fo-
cus on selecting a classifier based on different features
or different regions of the instances, depending on the
similarities among them (Didaci et al. (2005), Didaci &
Giacinto (2004), Giacinto & Roli (2001), Woods et al.
(1997)). In dynamicclassifierselection, a single pre-
dictor is chosen based on its likelihood to correctly pre-
dict the test pattern (Didaci et al. (2005)). For example,
dynamic classifier selection approaches based on esti-
mating local competence in selection regions defined
by k-nearest neighbors, also known as thek-Nearest
Neighbor (k-NN) method, have been proposed by Di-
daci et al. (2005), Didaci & Giacinto (2004), Giacinto
& Roli (2001), Woods et al. (1997). However, unlike
thek-NN algorithm, which uses the prediction values
from k instances that are “closest” or “most similar” to
the new data instance, the prediction of the most com-
petent classifier in the region is used to make the deci-
sion.

Similar to the static classifier selection methods, the
drawback of dynamic classifier selection methods is
that the choice of a single individual classifier over the
rest depends on how much we trust in that classifier’s
performance. If that classifier makes an incorrect deci-
sion, we will not be able to correct that decision. There-
fore, a dynamic ensemble selection approach has been
proposed by later studies (Dos Santos et al. (2008),
Ko et al. (2008), Cavalin et al. (2010)). These stud-
ies focus on dynamic ensemble selection rather than a
single classifier selection to overcome this drawback.
Dos Santos et al. populate a set of candidate ensembles
from a large initial pool of candidate classifiers, then
choose an ensemble from that set for each new data
instance based on candidate ensembles’ confidence on
this instance. Dos Santos et al. define confidence as
a measure of the ensemble, based on vote margin, and
use it as a second-level objective after optimizing on
accuracy and diversity.

Ko et al. propose a method which, for each new
data instance, finds its nearestk neighbors in the val-
idation set using the original feature set, and dynami-
cally chooses an ensemble based on the estimated ac-
curacy of the classifiers in this local region of the new
data instance. Two different versions of this method are
proposed by Ko et al. (2008) in terms of how classifiers
are chosen to form an ensemble for the new instance:
KNORA-Eliminate and KNORA-Union. KNORA-
Eliminate uses the classifiers that correctly classify ev-
ery instance in the local region of the new instance.

However, in KNORA-Union method classifiers that
correctly classify at least one of the neighbors are
added to the ensemble and each classifier submits a
vote for each neighbor it classifies correctly to predict
the new instance. Following this approach, Cavalin
et al. adopt a hybrid framework and employ the confi-
dence measure defined by Dos Santos et al. (2008) to
build the ensembles. However, when the confidence
value is not enough, Cavalin et al. search for the “clos-
est” or “most similar” instance to the new instance in
the validation set and assign its label to the new in-
stance. Similarity measures are defined based on as-
signed class labels. We agree that similarity should be
based on base classifiers’ outputs as we will not gain
much by using the same information (same feature set)
used to train the classifiers. However, using predictions
of the classifiers alone will not provide enough infor-
mation to accurately define similarity between points.
The KNORA method (Ko et al. (2008)) has been im-
proved by Vriesmann et al. (2012). To specify the local
region of a new data point, Vriesmann et al. investigate
the effects of using a different distance measure on ac-
curacy and conclude that the choice of distance mea-
sure has no effect on the performance of KNORA. Fur-
thermore, different strategies for combining the infor-
mation obtained fromk neighbors of the new instance
and the output of KNORA are adopted. Based on the
experimental results, Vriesmann et al. suggest that ad-
ditional information provided by thek-NN improves
the performance of KNORA.

With KNORA, Ko et al. indicate that using neigh-
bor information of a new data point even for construct-
ing an ensemble can prove useful. However, it has been
shown that using neighbors of a new data instance not
just for constructing the ensemble but in fusion with
that ensemble’s decision for that instance enhances the
performance (Cavalin et al. (2010), Vriesmann et al.
(2012)). In particular, Vriesmann et al. find the neigh-
bors of a new data instance based on the original fea-
ture space that is also used to train classifiers in the
pool. This indeed duplicates the information at hand
and increases the performance of the system to a cer-
tain point. Cavalin et al. address this issue by defining
the similarity between instances based on classifiers’
prediction on the validation and new data instances.
However, classifiers’ probability estimates are more
informative compared to using the predictions alone.
This is because they provide information on not only
whether the classifier assigns the same labels to these
instances, but also how confident it is with its decisions.

3 Proposed Framework

The prediction probability returned by a classifier can
be considered as a measure of proximity of a data in-
stance to the decision boundary. This measure can
be used to compare multiple instances and to decide
whether that particular classifier considers those data
instances similar. Our proposed framework consists of
two main steps: a static step and a dynamic step. We
illustrate both steps as a flow chart in Figure 1.

In the static step (on the left in Figure 1), we have
a pool of classifiers,C = C1, ..., CN , of sizeN , and
we map data instances into a new space defined by
the class probability estimates from each classifier for



a given class labelℓ1. Since we consider two-class
problems, the choice of class label does not change our
results. Next, we find each new instance’sk-nearest
neighbors in the validation setV , of sizeM , using this
space. Thesek neighbors, denoted by the setV ′, can
be considered as the data instances that, on average, the
classifiers agree are similar to the new instance. This
step is referred to as “static” because, for all new in-
stances, we consider the output of allN classifiers in
the pool.

In the dynamic step of our framework (on the right
in Figure 1), we use the results from the static step
to select a subset of classifiersC′, of sizeE < N ,
from the original pool,C, that are suitable for clas-
sifying a given new instance. Reducing the size of
the space is important because the number of classi-
fiers in our framework is large and (dis)similarity be-
comes less meaningful as the feature space dimension-
ality increases. Our selection method favors classifiers
that have high confidence in their predictions for the
neighbors identified in the static step (i.e. classifiers for
which the predictions are away from the0.5 decision
boundary).1 Confidence of a classifierCn on k neigh-
bors is calculated as follows:

ConfCn
=

∑k

i=1
Pr(oi,n|i)
k

whereoi,n represents the label assigned to instancei by
classifierCn and Pr(oi,n|i) represents the probability
estimate returned by the classifier for the assigned class
label. In other words, the confidence of a classifier on
k neighbors is the average of probability estimates re-
turned for the decisions. Most confidentE classifiers
are chosen to form the reduced space. Reducing the
size of the classifier set in this manner avoids the unsta-
ble behavior that may occur near the decision boundary
of some classifiers.

Once the classifier subset,C′, is generated, the orig-
inal distance measure is reapplied to find a new set of
neighborsV∗ for the new instance. This neighborhood
is then used for the final classification of the instance;
the new instance is assigned to the class label most
common among itsk neighbors.

4 Running Time Analysis

To analyze the running time of the system, we should
first evaluate the static and dynamic steps separately.
The running time of the static step can be analyzed
in two parts: (1) forming the probability space; and
(2) finding k neighbors of a new instance. Forming
the probability space consists of getting predictions
for M validation instances fromN classifiers which
takesO(M × N). This is a preprocessing step as
once this space is formed, it will remain same for all
new data instances. Findingk neighbors requires get-
ting prediction for each new instance fromN classi-
fiers (O(N)), calculating distance between the new in-
stance and validation instances (O(M × N)), and fi-
nally findingk instances that are closest to the new in-
stance (O(k ×M)). Overall, the running time for this
static step isO(M × N) which is for calculating the

1For completeness, other selection methods are considered in Section 7.7.

distance between a new instance and the validation in-
stance.

The dynamic step is composed of two main parts:
(1) reducing the classifier space; and (2) finding newk
neighbors of a new instance. Since predictions for val-
idation instances andk neighbors of a new instance are
already found in the static step, the running time of re-
ducing the space consists of calculating the confidence
of classifiers on the neighbors (O(k × N)) and find-
ing the most confidentE classifiers (O(E ×N)). The
running time of the rest of the dynamic step can be ana-
lyzed in a similar manner to the static step (O(k×E)).
The overall running time of the whole system is domi-
nated by the running time of the static step ask < M
andE < N .

5 Baseline Distance Measures

In this section, we consider three different distance
measures for our baseline: Euclidean Distance, Tem-
plate Matching, and Oracle-Based Template Matching.
Two of these measures are proposed by Cavalin et al.
(2010) in further detail.

5.1 Euclidean Distance

We first consider the Euclidean Distance (ED) between
two data instances,i andj, which can be expressed as:

EDi,j =

√

∑D

d=1
(φi,j,Fd

)
2

D

φi,j,Fd
=Fd(i)− Fd(j)

where a data set consists of the feature setF =
{Fd|d = 1, . . . , D} andFd(i) represents the value of
featureFd for data instancei.

5.2 Template Matching

Given a set of classifiersC = {Cn|n = 1, . . . , N},
Template Matching (TM) considers the percentage of
classifiers, denoted byTMi,j, that agree on the label
of test instancei and validation instancej:

TMi,j =

∑N

n=1
αi,j,n

N

αi,j,n =

{

1, if oi,n = oj,n
0, otherwise.

whereoj,n represents the label assigned to instancej
by classifierCn andαi,j,n represents whether classi-
fier Cn assigns the same label to instancesi andj. It
follows that the higherTMi,j, the more similar the pair
of instances(i, j).

5.3 Oracle-Based Template Matching

Oracle-based Template Matching (OTM) expands
upon TM by taking into account the correctness of clas-
sifiers on data instances. Specifically, when evaluating
the similarity of test instancei to validation instancej
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Figure 1: An overview of the proposed framework: Static Step(on the left) and Dynamic Step (on the right)

using OTM, only those classifiers that correctly clas-
sify j are considered. This measure is represented by
the quantityOTMi,j as follows:

OTMi,j =

∑N
n=1

βi,j,Cn

∑N

n=1
γi,j

βi,j,Cn
=

{

1, if oi,Cn
= oj,Cn

& oj,Cn
= labelj

0, otherwise.

γi,j =

{

1, if oj,Cn
= labelj

0, otherwise.

Similar to TM, a higher value ofOTMi,j indicates
greater similarity between instancesi andj.

6 Proposed Measures

For our dynamic class prediction framework, we pro-
pose two new distance measures: Probability-Based
Template Matching and Probability-Based Template
Matching with Accuracy. These measures are de-
scribed in detail below.

6.1 Probability-Based Template Matching

Probability-Based Template Matching (PTM) maps
each data instance into an alternate feature space con-
structed by using the probability estimates of each clas-
sifier in the pool as the values of the features. As pre-
viously mentioned, for the two-class problems consid-
ered in this paper, the probability estimates are taken
with respect to a particular class label, and the choice
of label is arbitrary. The similarity between instances

i andj, denoted byPTMi,j, is calculated as the Eu-
clidean distance between them in this alternate feature
space:

PTMi,j =

√

∑N
n=1

(φi,j,Cn
)
2

N

φi,j,Cn
=PCn,i − PCn,j

wherePCn,i represents the probability estimate in the
alternative feature space for data instancei. Similar
to the ED, the pair of instances(i, j) with smallest
PTMi,j is considered to be most similar.

6.2 Probability-Based Template Matching with
Accuracy

Probability-Based Template Matching with Accuracy
(PTMA) integrates the correctness of classifiers on val-
idation instancej. We focus on the probability esti-
mates returned by the classifier for the correct class
label of the new and validation instances. This gives
us four different cases as specified in the equation. To
avoid one case eliminating the effect of the other cases,
we re-scale all values to be between[0, 1].



PTMAi,j =

√

∑N
n=1

(φi,j,Cn
)
2

N

φi,j,Cn
=















































2 | PCn,i − PCn,j |,
if oi,Cn

= oj,Cn
= labelj

| 1− PCn,i − PCn,j |,
if oi,Cn

= oj,Cn
6= labelj

| PCn,i − PCn,j |,
if oi,Cn

6= oj,Cn
= labelj

2 | 1− PCn,i − PCn,j |,
if oi,Cn

6= oj,Cn
6= labelj

We illustrate how these measures differ with a
simple example. Tables 1 and 2 show, respectively,
the assigned labels and the corresponding probabil-
ity estimates for class labell1 returned by classifiers
C1, ..., C5.

Table 1: Assigned class labels by classifiers

C1 C2 C3 C4 C5 Correct Label
v1 l1 l1 l2 l1 l1 l1
v2 l1 l1 l2 l1 l2 l2
v3 l2 l2 l1 l1 l1 l1

Table 2: Class probabilities (forl1) by classifiers

C1 C2 C3 C4 C5

v1 0.53 0.57 0.44 0.90 0.85
v2 0.92 0.89 0.24 0.52 0.35
v3 0.46 0.43 0.53 0.88 0.90

We calculate the relevant measures for data in-
stancesv1, v2, v3 below:

TMv1,v2 = 0.80, TMv1,v3 = 0.40

OTMv1,v2 = 1.00, OTMv1,v3 = 0.66

PTMv1,v2 = 0.83, PTMv1,v3 = 0.19

PTMAv1,v2 = 0.94, PTMAv1,v3 = 0.11

We conclude thatv1 andv2 are more similar than
v1 andv3, according to both TM and OTM measures.
However,v1 and v3 are considered more similar in-
stances according to our PTM and PTMA measures.
Therefore, considering only the assigned labels to de-
termine similarity may lead to incorrect decisions. This
is especially true for instances that are closer to the de-
cision boundary of a classifier, as the classifier provides
less confidence in its prediction for those instances.

7 Experimental Setup and Results

In our experiments, we use13 data sets with varying
numbers of features and data instances retrieved from
the LIBSVM website (Chang & Lin (2011)). A sum-
mary of the data sets and the classifiers generated for
each is presented in Table 3.

The programming code was written in MATLAB
and LIBSVM (Chang & Lin (2011)) was used to con-
struct RBF kernel SVM classifiers. The training pa-
rameters were chosen such that classifiers overfit the

Table 3: Summary of the data sets and classifiers

Data Set #Data Points #Features %Good Classifiers
a1a 1605 119 100
australian 690 14 64.17
diabetes 768 8 99.74
german 1000 24 100
splice 1000 60 52.77
heart 269 13 59.44
liver disorder 345 6 79.46
sonar 208 60 54.04
breast cancer 683 10 97.14
ionosphere 351 34 88.75
mushrooms 8124 112 54.05
w1a 2477 300 100
rcv 20242 47236 56.65

data. Each experiment was repeated100 times, with
each run registering a unique seed value for the random
number generator.

For each run, the data sets are randomly divided into
three subsets such that60% of the instances is used to
train classifiers,20% is used for validation, and the re-
maining20% is used for testing. A pool of1000 classi-
fiers is then constructed for each data set using a com-
bination of bootstrap instance sampling (as in bagging)
and random subspace selection on the training set.2 In
so doing, we ensure that the initial classifier pool is
highly diverse. Finally, classifiers with an error rate
above50% are removed from the pool. The last col-
umn of Table 3 represents the percentage of the classi-
fiers with less than50% error rate in the generated pool
of classifiers.

In the following sections, we first analyze the static
step. In Section 7.2, we perform an experiment to set
the value ofk for baseline and proposed (dis)similarity
measures. Then, we compare the effectiveness of
these measures to find the closestk neighbors to make
the predictions in Section 7.2. In Section 7.3, we
investigate whether the classifier-based feature space
can improve theKNORAmethod results. In addition,
we choose the appropriate distance measure for the
KNORAbefore comparing it with the static step.

Once our comparison for the static step is done, we
turn our attention to the dynamic step. We first deter-
mine the optimal reduced space size in Section 7.4. In
Section 7.5, we examine the contribution of the dy-
namic step in our framework in addition to the static
step, while we compare the dynamic step against com-
mon benchmarks in Section 7.6. We then explore vari-
ous strategies in evaluating the dynamic step in Section
7.7. Finally, in Section 7.8, we compare the perfor-
mance of the dynamic step against that of the ensem-
bles formed by the classifiers for the reduced space.

7.1 Evaluation of Size of Neighborhood

The number of neighbors considered for each similar-
ity measure is crucial. As a preprocessing step, we per-
form an experiment in whichk is varied over the odd
integers from1 to 25 to find the optimal value. In this
step, for each run of a data set, we predict the valida-
tion instances using training instances and decide for
which k value maximum accuracy is obtained. Table
4 shows the bestk value for each similarity measure,
averaged over all of the runs. We find that the value of

2Due to its size, only100 classifiers are generated for thercv data set.



k is smaller for the OTM and PTMA measures. A pos-
sible explanation is that these two measures take into
account the correctness of the decision associated with
the validation instances. Consequently, a small neigh-
borhood of validation instances is sufficient to correctly
classify the new instance.

Table 4: Bestk value for each similarity measure

Data Set TM OTM ED PTM PTMA
a1a 9.6 3.3 14.24 9.8 1.42
australian 9.34 1.5 12.14 11.24 1.46
breastcancer 9.06 1.66 5.14 7.74 1.08
diabetes 11.14 3.22 13.34 12.3 2.66
german 14.52 3.52 14.08 13.68 1.28
heart 7.48 1.56 13.32 7.06 1.86
ionosphere 9.64 2.16 2.84 9.34 1.12
liver disorder 10.02 2.2 9.02 12.12 3.82
mushrooms 9.56 1 1 10.48 1
rcv 16.5 4.9 1.94 16 3.62
sonar 5.94 1.12 1.86 8.26 1.22
splice 3.46 1.16 10.02 5.48 1
w1a 1.34 1 2.2 1.34 1

7.2 Evaluation of Different Distance Measures

After the bestk value is determined for each of the sim-
ilarity measures presented in Section 5, we perform ex-
periments to assess the accuracy of these measures in
classifying new data instances. These experiments use
thek-NN algorithm to define the neighborhood for and
classify each new instance based on the validation in-
stances deemed to be similar. Table 5 summarizes the
results of these experiments: we report mean and stan-
dard deviation of accuracy from100 runs in parenthe-
ses, respectively. Entries highlighted in bold in the ta-
ble indicate the best accuracy achieved for that data set.
From these results, it is clear that, on average, PTMA
achieves better performance than the other measures.

We also perform pairwise t-tests (at5% significance
level) to compare the proposed distance measures with
the baseline measures, with the results tabulated in
Table 6. Entries are specified as(x1, x2, x3) which
represents (wins,ties,losses) of the proposed methods
against the baseline measures over all13 data sets. For
example, when compared to the TM measure, the PTM
measure performs statistically significantly better for 6
data sets and worse for 1 data set. For the rest of the
data sets, the differences between two measures is not
statistically significant. PTM, TM and ED use the same
distance measure but in different spaces. As demon-
strated by the pairwise t-test results for the PTM mea-
sure against the TM and ED measures, the use of the
class probability space improves accuracy over either
the class prediction space or the original feature space,
even without consideration of the classifiers’ accura-
cies for the validation instances. Based on the results
for the PTMA measure against the PTM measure, we
can conclude that integration of the classifier accuracy
into the distance measure further improves accuracy.

Table 6: Pairwise t-test results for dis/similarity mea-
sures

TM OTM ED PTM
PTM (6,6,1) (8,2,3) (10,3,0) -
PTMA (7,3,3) (5,5,3) (8,3,2) (6,3,4)

7.3 Comparisons againstKNORAmethod

Our proposed framework in Section 3 in both static and
dynamic steps findsk nearest neighbors of a new in-
stance. However, unlikeKNORAinstead of using them
to form an ensemble of classifiers it uses neighbors’ la-
bels to make predictions. In this section, we perform
experiments to compare our static step againstKNORA
methods. In addition,KNORAuses Euclidean distance
measure to find the neighbors of a new instance and the
choice of distance measure had no effect on the perfor-
mance ofKNORA(Vriesmann et al. (2012)). However,
the measures considered by Vriesmann et al. (2012)
are based on finding distance in the original feature
space. We extend Vriesmann et al. (2012) to analyze
the effectiveness ofKNORA in classifier-based space
and find best distance measure forKNORAmethods
before we perform the comparison against static step
of our framework.

7.3.1 Evaluating Similarity Measures for KNORA

KNORA-Eliminate and KNORA-Union are imple-
mented using the measures discussed in Sections 5 and
6: TM, OTM, ED, PTM, and PTMA. A pairwise t-
test atα = 0.05 was performed to compare PTM and
PTMA against other measures. Entries in tables 7 and 8
represent the number of wins, ties, and losses, respec-
tively, of the proposed measures against the baseline
measures (as well as PTMA against PTM) forKNORA
methods for 13 datasets considered here. ForKNORA-
EliminatePTMA is always superior to the other mea-
sures. However, PTM seems to be more suitable for
smallerk values. PTM performs better than other mea-
sures forKNORA-Union. Interestingly, PTMA per-
forms considerably worse compared to others. As a re-
sult of this experiment, we can conclude thatKNORA
performs well in a classifier based space especially
with our proposed measures.

Table 7: Pairwise t-test: comparison of (dis)similarity
measures for KNORA-Eliminate

PTM vs. PTMA vs.
k TM OTM ED TM OTM ED PTM
1 (5,7,1) (6,3,4) (3,7,3) (7,1,5) (5,5,3) (6,2,5) (6,3,4)
3 (6,6,1) (7,4,2) (5,5,3) (7,2,4) (6,4,3) (8,1,4) (8,1,4)
5 (5,5,3) (8,2,3) (3,9,1) (7,2,4) (8,2,3) (8,2,3) (7,2,4)
7 (5,5,3) (7,3,3) (5,6,2) (7,3,3) (7,3,3) (8,3,2) (7,3,3)
9 (4,6,3) (6,4,3) (6,5,2) (5,5,3) (8,2,3) (9,1,3) (7,5,1)
11 (4,3,6) (6,2,5) (7,4,2) (5,6,2) (7,3,3) (10,1,2) (9,3,1)
13 (4,3,6) (5,3,5) (7,4,2) (5,5,3) (6,4,3) (11,1,1) (10,2,1)
15 (4,3,6) (5,2,6) (7,4,2) (5,6,2) (6,3,4) (11,1,1) (11,1,1)
17 (4,3,6) (5,1,7) (8,4,1) (6,5,2) (5,3,5) (11,1,1) (11,1,1)
19 (4,4,5) (5,1,7) (8,4,1) (7,5,1) (5,3,5) (11,1,1) (10,2,1)
21 (4,4,5) (4,2,7) (9,3,1) (10,3,0) (5,3,5) (11,1,1) (11,1,1)
23 (2,7,4) (4,2,7) (8,4,1) (10,3,0) (6,2,5) (11,1,1) (11,1,1)
25 (2,7,4) (4,3,6) (8,4,1) (10,3,0) (7,2,4) (11,1,1) (11,2,0)

7.3.2 Static Step vs.KNORA

Since the size of an ensemble used to make predictions
for each new instance changes forKNORA-Eliminate
and -Union methods, we analyze the performance of
KNORA Eliminate and Union against thestatic step
of our framework. We explore whetherk-NN (Static
Step) is better thanKNORAafter neighbors are found
by using the proposed measures since the experiments



Table 5: Average accuracy and its standard deviation for dis/similarity measures

Data Set TM OTM ED PTM PTMA
a1a (79.65, 1.34) (76.18, 10.63) (78.92, 1.28)(81.11, 2.01) (77.54, 1.04)
australian (85.21, 2.84) (84.2, 5.22) (85.76, 3.03) (85.54, 2.93)(86.06, 2.70)
breastcancer (96.26, 2.43) (96.03, 4.64) (96.13, 1.67) (96.54, 1.49)(96.82, 1.38)
diabetes (71.03, 11.74) (52.8, 20.31) (72.04, 3.26) (74.15, 3.87)(75.36, 2.50)
german (71.35, 1.21) (71.9, 1.12) (71.16, 2.07) (72.72, 1.79) (71.46, 0.92)
heart (81.96, 5.16) (82.97, 4.76) (80.68, 5.36) (80.83, 5.56)(83.08, 5.12)
ionosphere (90.93, 12.01) (82.48, 22.58) (80.71, 5.93) (93.74, 2.79)(94.04, 2.49)
liver disorder (69.14, 6.15) (71.06, 5.71) (58.09, 5.71) (69.14, 5.11) (70.45, 4.09)
mushrooms (99.75, 0.09) (99.67, 0.08) (98.56, 0.05) (100, 0) (100, 0)
rcv (86.77, 16.49) (55.51, 17.08) (90.54, 0.51) (96.93, 0.38)(97.04, 0.26)
sonar (83.16, 5.84) (85.83, 5.63) (72.15, 7.73) (82.87, 6.65) (77.42, 6.54)
splice (69.05, 7.92) (66.25, 9.03) (65.76, 3.82)(77.55, 4.84) (53.5, 0.96)
w1a (97.18, 0.27) (92.91, 0.14) (97.19, 0.43) (97.17, 0.41) (97.13, 0.15)

Figure 2: Comparisons of proposed measures against
other dis/similarity measures for KNORA Eliminate

in Section 7.3.1 indicate thatKNORAperforms better
with PTM and PTMA measures compared to ED, TM,
and OTM. Table 9 show the t-test performed to com-
pareKNORA and k-NN in classifier-based probabil-
ity space. Figure 4 illustrates the difference between
the number of timesKNORAoutperforms and under-
performs against static step of our framework. For in-
stance, fork = 1 and distance measure PTM, static
step of our framework outperformsKNORA-Eliminate
for 10 datasets and under-performs for1 dataset. For2
datasets, there is a tie. So, fork = 1 the Figure 4 shows
1 − 10 = −9. The results in Table 9 and in Figure 4
show that static step —k-NN with PTM or PTMA—
outperformsKNORA-Eliminate and -Union with PTM
or PTMA.

Table 8: Pairwise t-test: comparison of (dis)similarity
measures for KNORA-Union

PTM vs. PTMA vs.
k TM OTM ED TM OTM ED PTM
1 (5,7,1) (6,3,4) (3,6,4) (7,1,5) (5,5,3) (7,1,5) (6,3,4)
3 (7,6,0) (6,5,2) (5,7,1) (2,6,5) (4,5,4) (2,5,6) (1,6,6)
5 (5,8,0) (6,6,1) (5,7,1) (2,4,7) (3,5,5) (2,6,5) (2,3,8)
7 (5,8,0) (4,8,1) (3,9,1) (2,4,7) (2,7,4) (2,6,5) (1,5,7)
9 (5,8,0) (4,8,1) (6,6,1) (1,5,7) (1,8,4) (2,7,4) (1,5,7)
11 (3,10,0) (4,6,3) (4,9,0) (2,4,7) (2,6,5) (2,5,6) (1,5,7)
13 (3,9,1) (5,6,2) (5,8,0) (1,5,7) (1,7,5) (2,5,6) (1,5,7)
15 (5,7,1) (4,8,1) (4,8,1) (1,5,7) (1,7,5) (2,7,4) (1,5,7)
17 (3,9,1) (3,9,1) (5,7,1) (1,6,6) (1,7,5) (2,8,3) (1,5,7)
19 (3,10,0) (4,8,1) (5,7,1) (1,7,5) (1,8,4) (2,8,3) (1,6,6)
21 (4,8,1) (4,8,1) (5,7,1) (1,8,4) (1,8,4) (2,5,6) (1,6,6)
23 (3,9,1) (2,9,2) (5,6,2) (1,7,5) (1,7,5) (2,5,6) (1,7,5)
25 (3,10,0) (1,11,1) (5,7,1) (1,9,3) (1,9,3) (2,7,4) (1,7,5)

Table 9: Pairwise t-test: KNORA methods vs. static
step

KNORA-E vs. KNORA-U vs.
k PTM-S PTMA-S PTM-S PTMA-S
1 (1,2,10) (3,3,7) (1,2,10) (3,3,7)
3 (1,2,10) (3,3,7) (5,4,4) (3,4,6)
5 (1,1,11) (3,1,9) (5,4,4) (3,3,7)
7 (0,2,11) (3,2,8) (5,4,4) (3,4,6)
9 (0,2,11) (3,1,9) (5,3,5) (3,4,6)
11 (0,1,12) (3,1,9) (4,4,5) (3,5,5)
13 (0,1,12) (3,1,9) (5,3,5) (3,3,7)
15 (0,1,12) (2,2,9) (4,4,5) (3,4,6)
17 (0,1,12) (2,1,10) (4,2,7) (3,4,6)
19 (0,1,12) (2,1,10) (4,2,7) (3,5,5)
21 (0,1,12) (2,1,10) (4,2,7) (3,3,7)
23 (0,1,12) (2,1,10) (4,2,7) (3,2,8)
25 (0,1,12) (2,1,10) (4,3,6) (3,3,7)

7.4 Evaluating Reduced Space Size in Dynamic
Step

It was shown that the marginal improvement in the per-
formance of an ensemble diminishes for sizes beyond
25 (Breiman (1996)). In this section, we validate and
refine this assumption by investigating the effects of the
reduced space size on the performance of our frame-
work. Experiments are run with for reduced space
sizes,E, in increments of5 over the range of10 to 50,
and the results are tabulated in Table 10. Overall, as
shown in the table, the choice of the reduce space size
has minimal effect on the performance of the frame-
work. Therefore, for the experiments in Sections 7.5–
7.7, the size of the reduced space is kept at25.



Figure 3: Comparisons of proposed measures against
other dis/similarity measures for KNORA Union

Table 10: Pairwise t-test: dynamic vs. static steps
across reduced space size (E)

PTM-D vs. PTMA-D vs.
E PTM-S PTMA-S PTM-S PTMA-S
10 (0,7,6) (3,3,7) (5,4,4) (4,6,3)
15 (0,8,5) (3,3,7) (5,4,4) (5,7,1)
20 (0,9,4) (3,4,6) (6,3,4) (5,8,0)
25 (1,8,4) (3,4,6) (6,3,4) (5,8,0)
30 (1,8,4) (3,3,7) (7,2,4) (5,8,0)
35 (2,7,4) (4,3,6) (6,3,4) (5,8,0)
40 (0,9,4) (4,4,5) (7,2,4) (5,8,0)
45 (0,10,3) (4,3,6) (6,3,4) (5,8,0)
50 (1,9,3) (4,5,4) (5,4,4) (4,9,0)

7.5 Comparison of Dynamic and Static Steps

This experiment is performed to evaluate the gain
achieved by having the dynamic step as part of our
framework. Even though the running time of our sys-
tem is dominated by the static step, for the dynamic
step the neighborhood of a new instance is refined us-
ing the information retrieved from the static step to
form the “Reduced Space” and a new set of neighbors
is found. These calculations require some additional
time cost to the system.

Tables 11 and 12 compare the results from the static
and dynamic steps for both the PTM and PTMA dis-
tance measures. In Table 11, we report mean and stan-
dard deviation of accuracy from100 runs in paren-
theses, respectively. As observed in these two tables,
the dynamic step for the PTM and PTMA measures
(hereafter referred to as PTM-D and PTMA-D, respec-
tively) consistently outperforms the static step for the
ED measure, even for data sets where it underper-
forms the static step for the PTM and PTMA measures

Figure 4: Comparison of Static Step with KNORA
methods

(termed PTM-S and PTMA-S). Further, an important
result is that PTMA-D performs at least as well as
PTM-S and PTMA-S. However, PTM-D performs sig-
nificantly worse than PTM-S and PTMA-S. When the
classifiers for the reduced space are chosen, it is aimed
to find expert classifiers on the neighbor instances and
the results from this experiment clearly shows that ex-
pert classifiers can be identified by considering not just
the confidence but also the accuracy of the classifiers
on the neighbors which explains the change in the per-
formance of PTMA-D and PTM-D.

Table 12: Pairwise t-test: dynamic vs. static steps

ED PTM-S PTMA-S
PTM-D (8,4,1) (1,8,4) (3,4,6)
PTMA-D (10,2,1) (6,3,4) (5,8,0)

7.6 Dynamic Step vs. Common Benchmarks

We also compared the performance obtained with our
framework against the common benchmarks. The
baseline benchmarks considered here are:

• Use of the best classifier from setC;

• Use of the25 best-performing classifiers from set
C with majority voting

• Use of a single SVM classifier trained on all of the
training data.

In addition, we used “Modified Best Improvement” al-
gorithm to find the best ensemble of sizeE over the
validation set. Since it can be impractical to evaluate
all

(

N
E

)

possible ensembles, as required for the tradi-
tional “Best Improvement” algorithm, a modified form
of the algorithm is employed: given one of theE clas-
sifier slots in the ensemble, each of theN − E unused
classifiers is, in turn, substituted into that slot, and the
accuracy of the ensemble is re-evaluated. The classifier
that provides the best ensemble performance is perma-
nently assigned to the slot, and the displaced classi-
fier is returned to the pool of unused classifiers. This
process is then repeated for the next classifier slot in
the ensemble until all slots have been processed. We
perform an experiment in whichE is set to25 to find
the best ensemble on the validation set for a given data
set. Tables 13 and 14 compare the performance of our
proposed measures against these benchmarks in terms



Table 11: Average accuracy and its standard deviation in thestatic and dynamic steps

Data Set ED PTM-S PTMA-S PTM-D PTMA-D
a1a (78.92, 1.28) (81.11, 2.01) (77.54, 1.04) (79.37, 2.08) (79.69, 1.63)
australian (85.76, 3.03) (85.54, 2.93) (86.06, 2.7) (85.43, 2.79) (85.79, 2.81)
breastcancer (96.13, 1.67) (96.54, 1.49) (96.82, 1.38) (96.63, 1.49) (96.82, 1.37)
diabetes (72.04, 3.26) (74.15, 3.87) (75.36, 2.5) (74.39, 3.57)(75.51, 2.58)
german (71.16, 2.07) (72.72, 1.79) (71.46, 0.92) (71.65, 1.87) (71.89, 1.26)
heart (80.68, 5.36) (80.83, 5.56) (83.08, 5.12) (80.33, 5.45) (82.95, 4.92)
ionosphere (80.71, 5.93) (93.74, 2.79) (94.04, 2.49)(94.13, 2.64) (94.13, 2.47)
liver disorder (58.09, 5.71) (69.14, 5.11) (70.45, 4.09) (68.62, 5.71) (70.49, 4.52)
mushrooms (98.56, 0.05) (100, 0) (100,0) (100, 0) (100, 0)
rcv (90.54, 0.51) (96.93, 0.38) (97.04, 0.26) (96.93, 0.37) (97.03, 0.26)
sonar (72.15, 7.7) (82.87, 6.65) (77.42, 6.5) (82.68, 5.82) (80.77, 6.15)
splice (65.76, 3.82) (77.55, 4.84) (53.5, 0.96) (75.85, 4.06) (55.22, 1.2)
w1a (97.19, 0.43) (97.17, 0.41) (97.13, 0.15) (96.79, 0.58)(97.19, 0.24)

of average accuracy and pairwise t-test results, respec-
tively. From these tables, we conclude that PTMA
outperforms all of the benchmarks. Even PTM, a ba-
sic distance measure in the probability space, performs
better than any of these benchmarks.

Table 14: Pairwise t-test: dynamic step vs. benchmark
methods

Best Classifier Best 25 Single SVM Best Ens
PTM-D (12,0,1) (7,4,2) (8,2,3) (4,7,2)
PTMA-D (12,1,0) (9,3,1) (8,3,2) (9,3,1)

7.7 Evaluating Different Strategies for Dynamic
Step

As described in the previous section, our proposed
framework takes into account the class prediction prob-
abilities assigned to thek-nearest neighbors found in
the static step to choose the classifiers whose outputs
will be used for generating the reduced probability
space for the dynamic step. In this section, we investi-
gate different strategies for choosing a subset of classi-
fiers from the original pool to be used in the dynamic
step. In addition to the selection strategy presented ear-
lier, five alternate strategies are also implemented:

• Local Accuracy (LA): Classifiers which cor-
rectly classify at least one of thek neighbors are
added toC′. If |C′| > 25, then we consider only
the25 top-performing classifiers.

• LA +AccVal: This strategy is similar to LA;
however, if |C′| < 25, additional classifiers are
selected to reach a size of25. These classifiers are
chosen from the best-performing classifiers on the
validation instances that are not already inC′.

• Conditional LA (C + LA): For this strategy, we
only consider the classifiers with≥ 50% accuracy
in the neighborhood. If there is no such classifier
found, then the label for a new instance is assigned
randomly. If there are more than25 classifiers,
then we consider more accurate25 classifiers in
the region.

• LA + Closeness (LA+ Cl): If the total number
of classifiers which correctly classify at least one
of thek neighbors is less than25, we also add the
classifiers which are close to making the correct
decision on the neighbors. Closeness is defined

as the absolute difference between the probability
estimate returned by the classifier for the correct
class label and the0.5 decision boundary.

• Minimum Distance (MinDist): This strategy
chooses classifiers that minimize the average dis-
tance between a test instance and its neighbors.

Table 15: Pairwise t-test: dynamic vs. static steps un-
der different strategies

PTM-D vs. PTMA-D vs.
Version PTM-S PTMA-S PTM-S PTMA-S
LA (1,7,5) (4,4,5) (4,5,4) (2,6,5)
LA+AccVal (0,6,7) (4,2,7) (2,6,5) (1,7,5)
C+LA (0,6,7) (4,2,7) (3,6,4) (1,7,5)
LA+Cl (0,6,7) (4,2,7) (2,6,5) (1,7,5)
MinDist (0,6,7) (4,2,7) (3,5,5) (1,7,5)

Table 15 lists the pairwise t-test results for each
of these classifier selection strategies against the static
step of our framework. As observed in the table, none
of these strategies yield improved accuracy over the
static step. In contrast, the selection strategy discussed
in Section 7.5 does improve performance over the static
step when the PTMA measure is used. Intuitively, this
can be understood because of the complementary na-
tures of the classifier selection method, which favors
high levels of confidence, and the similarity measure,
which favorssimilar levels of confidence. Further,
while the PTM and PTMA measures achieve improved
performance by considering instance classification as
a continuous range of probabilities rather than as dis-
crete labels–thereby being able to recognize the sim-
ilarity of two instances close to but on opposite sides
of the decision boundary–the area near the decision
boundary still reflects uncertainty regarding the nature
of the new instance. Therefore, especially refining the
static step with PTMA measure to favor high classifica-
tion confidence on the neighbors while still considering
the full range of class label probabilities, as is done in
the dynamic step, further improves the accuracy of our
framework. However, none of the strategies proposed
in this section removes the uncertainty associated with
the decision boundary, and therefore they do not offer
improved performance.

7.8 Dynamic Step vs. Classifiers in the Reduced
Space

The reduced space technique of our framework can be
considered a dynamic ensemble selection method. In-



Table 13: Average accuracy and its standard deviation for benchmark methods and dynamic step

Data Set Best Classifier Best 25 Single SVM Best Ens PTM-D PTMA-D
a1a (75.50, 2.33) (78.06, 1.05) (75.40, 0.78) (77.11, 1.10) (79.37, 2.08) (79.69, 1.63)
australian (75.93, 6.64) (84.95, 3.03) (82.07, 2.94) (85.33, 2.87) (85.43, 2.79) (85.79, 2.81)
breastcancer (94.80, 2.19) (96.45, 1.40) (95.80, 1.40) (96.50, 1.47) (96.63, 1.49) (96.82, 1.37)
diabetes (65.94, 2.05) (65.12, 0.38) (73.95, 2.66) (75.01, 2.90) (74.39, 3.57) (75.51, 2.58)
german (69.89, 0.6) (70.01, 0.01) (70.37, 1.22) (71.31, 1.15) (71.65, 1.87) (71.89, 1.26)
heart (72.96, 6.76) (80.85, 5.30) (73.28, 5.71) (80.89, 5.21) (80.33, 5.45) (82.95, 4.92)
ionosphere (91.80, 3.63) (93.27, 3.03) (92.19, 3.09) (93.21, 2.84)(94.13, 2.64) (94.13, 2.47)
liver disorder (63.03, 6.25) (64.22, 3.86) (71.13, 4.71) (68.57, 4.28) (68.62, 5.71) (70.49, 4.52)
mushrooms (99.76, 0.62) (99.97, 0.51) (99.99, 0.01) (99.99,0.01) (100, 0.0) (100, 0.0)
rcv (95.17, 1.61) (97.03, 0.26) (97.17, 0.25) (97.05, 0.24) (96.93, 0.37) (97.03, 0.26)
sonar (72.28, 7.73) (79.54, 6.81) (73.85, 6.26) (80.71, 6.50)(82.68, 5.82) (80.77, 6.15)
splice (55.37, 3.61) (56.68, 1.44) (56.185, 1.22) (56.83, 1.98)(75.85, 4.06) (55.22, 1.22)
w1a (97.10, 0.18) (97.11, 0.12) (97.16, 0.25) (97.13, 0.16) (96.79, 0.58) (97.19, 0.24)

stead of performingk-NN in this reduced space, those
classifiers can be used to form an ensemble to make
predictions on the new instance. We performed this ex-
periment with several ensemble and neighborhood size
values, (E andk) respectively. As mentioned in Sec-
tion 7.7, we employed different strategies to choose the
classifiers to form the reduced space (i.e. thedynamic
ensemble). Figures 5 - 8 are plotted based on the dif-
ference between the number of wins and losses of dy-
namic step of our framework against dynamic ensem-
ble selection strategy for a given(k,E) pair.

7.8.1 Dynamic Step vs.Max-ConfidenceEnsemble

Figures 5 and 6 summarize the comparison results be-
tween dynamic framework (with PTM/PTMA) against
classifiers chosen to form the reduced space per their
confidence on thek neighbors chosen in the static step.
Figure 5 show that for PTM measure ifk > 7 and
E > 11 our dynamic framework performs at least as
well as using theE classifiers that form the reduced
space. According to Figure 6, Dynamic Framework is
still better than the ensemble built by using the classi-
fiers that are chosen to form the reduced space based
on their high confidence on the neighbors of a test
instance. Dynamic framework with PTMA does not
dominate the ensemble as strongly as PTM does but it
almost always performs at least as well as the ensem-
ble.

Figure 5: Comparison of Dynamic Step (PTM-D)
against the ensemble formed using the classifiers in the
reduced space per MaxConf strategy

Figure 6: Comparison of Dynamic Step (PTMA-D)
against the ensemble formed using the classifiers in the
reduced space per MaxConf strategy

7.8.2 Dynamic Step vs Local Accuracy Based Se-
lection Methods

The local accuracy based classifier selection methods
that are used for reducing the space in the dynamic step
of our framework performed similarly. We present re-
sults for theLA method in Figures 7 and 8. PTM-D
performs worse or similar to dynamic ensemble gener-
ated based on local accuracy. However, PTMA-D per-
forms particularly better for smallerk values. Change
in ensemble size seems to have no effect in the perfor-
mance of PTMA-D.

Figure 7: Comparison of Dynamic Step (PTM-D)
against the ensemble formed using the classifiers in the
reduced space per LA strategy



Figure 8: Comparison of Dynamic Step (PTMA-D)
with the ensemble formed using the classifiers in the
reduced space per LA strategy

8 Conclusion and Future Work

This work proposes a framework for dynamic class pre-
diction using two distance measures (PTM and PTMA)
defined based on the probability estimates returned
for a particular class label by classifiers for data in-
stances. These measures are compared to three base-
line (dis)similarity measures. From our experiments,
we conclude that the two proposed measures outper-
form the baseline measures. Additionally, our exper-
iments reveal that using classifiers’ outputs is better
than using original feature space to find similar in-
stances. We then compare our results from the static
and dynamic steps to some of the traditional classifier
and ensemble selection methods. We conclude thatk-
NN in the probability-estimate-based classifier space
outperforms the best classifier, the top performing25
classifiers, an SVM classifier trained using the entire
training data set, and the best ensemble (of size 25) on
the validation set.

We considered stationary data for the experiments.
This framework can easily be generalized to streaming
data as new coming data can be buffered. The size of
the pool of classifiers can be controlled by replacing the
classifier that performs worst on the buffered instances
with a classifier trained on these data instances. When
a new classifier is trained, validation set can also be up-
dated. The closest validation instances to the buffered
instances can be replaced by these new instances if
they also have the same labels. Otherwise, the new in-
stances add new information to the system and should
be added to the system without removing any other data
instances. As a future work, we would like to modify
our framework to account for data streams.

In Section 6, PTM and PTMA measures are de-
fined for two class problems. We would also like to
consider multi-class problems as an extension. Multi-
class problems present several challenges. Most im-
portantly, unlike two-class problems, there is no clear
decision boundary in the probability space. Nonethe-
less, we believe that the measures presented in this pa-
per could easily be modified to investigate multi-class
problems. For example, a simple way to overcome this
obstacle would be to transform these problems into a
set of two-class problems and training base classifiers

accordingly. Alternatively, we could instead consider
the probability for each class label of each classifier as
an orthogonal dimension of the probability space and
calculate the Euclidean distance in this space. How-
ever, this approach increases the size of the space by a
factor equal to the number of class labels, which makes
the distance between two instances less meaningful.
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