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ABSTRACT 

Online Health Communities (OHCs) represent a great source of social support for patients and their caregivers. Better 

predictions of user activities in OHCs can help to improve user engagement and retention, which are important to manage and 

sustain a successful OHC. This paper proposes a general framework to predict OHC users’ posting activities. Deep learning 

methods are adopted to learn from users’ temporal trajectories in both the volumes and content of posts published over time. 

Experiments based on data from a popular OHC for cancer survivors demonstrate that the proposed approach can improve the 

performance of user activity predictions. In addition, several topics of users’ posts are found to have strong impact on pred icting 

user’s activities in the OHC. 
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1 Introduction  
Nowadays more and more people use information technologies to take control of their own or family members’ health. In the 

United States, 80% of adult Internet users use the Internet for health-related purposes. Among them, 34% read health-related 

anecdotes or comments from others [9]. Online health communities (OHCs) represent a popular way for those with similar health 

concerns or problems to interact and network with each other online. The use of OHCs has made communication multi-

directional, information more easily accessible and problem sharing/solving simpler and faster [9,15,30]. The benefits of getting 

involved in OHCs have been well documented in the literature, such as empowerment [4], reduced stress [27], and improved 

offline life [18]. More importantly, these benefits are not limited only to those who receive support from OHC -- actively helping 

others is beneficial to support providers as well [8].  

Nevertheless, as in many other online communities, there are great variations in the levels of activities among OHC users --

many users simply lurk without posting anything, while those who have posted can often be inactive in posting or even leave the 

community. While lurking can help individual users too [46], the key for the success of an OHC lies in providing assistance to its 

members and active participation of as many members as possible -- these are not possible if users do not post any content. 

Therefore, better understanding and accurate predictions of users’ posting activities from OHCs can help to build and sustain a 

successful OHC, which will eventually benefit OHC users, through improved community design, management, and user retention 

[34]. For instance, with an accurate activity-prediction model, an OHC can identify users who are likely to be inactive for an 

extended period of time and send emails to remind them of ongoing discussions or new users in need of help in the OHC. 

In this paper, we predict OHC users’ future posting activities by learning from their temporal trajectories in volumes and 

content of their posts. The contributions of this paper are threefold: First, from a design science perspective, we set up a more 

general and flexible framework to predict OHC users’ posting activities. This framework can accommodate activity predictions 

for future time periods with various lengths (including the prediction of churns as defined by community managers) and 

predictions for different types of users, including new users and continued users; Second, from a methodological perspective, we 

incorporate user-generated content into the prediction of user posting activities and show that our proposed approach -- parallel 

LSTM with Topics -- provides better predictions than using trajectories of posting volume only; Third, from a managerial 

perspective, with the help of the predictive model, we reveal several topics that OHC users tend to discuss before they become 

inactive or keep active, and thus offer insights into the design of user retention interventions. 
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The remainder of the paper is organized as follows: we review related work in Section 2, followed by describing our methods 

and showing results in Section 3. Section 4 reveals topics related to users’ post activities. The paper concludes with discussions 

of limitations and future research directions. 

2 Related Work 
Studies on patient support groups have a long history, but earlier studies relied mainly on data collected through 

questionnaires or interviews. Compared to traditional offline support groups, OHCs not only enable but also record distributed 

online interactions among individuals. This makes large amounts of data available for computational analysis, making it possible 

to study individuals’ behaviors online in a real-time fashion. During the past a few years, researchers have used computational 

methods to mine OHC datasets to study adverse drug reactions [41], social network dynamics [46], social support patterns [42], 

user roles [34,45], language use [37], sentiment towards treatment [24], content recommendations [40], offline health outcomes 

[33], etc. A recent review of studies in this area can be found in [38]. 

Users’ engagement in an OHC is closely related to the content of their posts. Many studies have examined such user-

generated content to better understand users’ online behaviors, mainly with semantic features and syntactic features. Commonly 

used semantic features include N-gram (e.g. bigram, trigram and bag-of-words) [5,17,33] and dictionaries (e.g. Linguistic Inquiry 

and Word Count (LIWC) and Named Entity Recognition (NER)) [6,27,36–38,43,45]. Commonly used syntactic features include 

parts-of-speech (POS) [36] and dependency trees (e.g., parsing trees).  Besides these linguistic features, topic modeling 

techniques such as Latent Dirichlet Allocation [2] have been used to detect latent topic features from UGC, including identifying 

types of social support and mining meanings from post contents in the OHCs [6,25,34,36]. Recent studies on health-related UGC 

used word embeddings (e.g., Word2Vec) [21] to capture both semantic and syntactic characteristics [14,43,47]. Word2Vec and 

LDA have also been combined to identify debates in an online breast cancer community [44].  

User churn is a common issue for many online communities and social media, and thus has been address with computational 

approaches [29]. Researchers have attempted to incorporate social network structures among users [16], different types of user 

activities (e.g., asking vs answering a question) [26], users clusters/types [7,22,28,39] and the diffusion of churn behaviors 

between users [35]. Specifically, for OHCs, Wang et. al developed a model to predict OHC users’ churn behaviors, which were 

defined as a long time period of inactivity [35]. The model designed a few features to capture how users’ number of posts change 

overtime and added each post’s social support types. 

Despite extensive research in churn prediction, there are still a few limitations: First, the definition of “churn” is usually ad-

hoc. While user churn in certain areas can be clearly defined, such as cancelling cable TV services, it is more challenging to 

define churn in online communities or services--they are mostly free to join, and there is no formal procedure for users to declare 

their departure. Also, even after a long hiatus, some users may come back. In the literature, the length of inactivity to qualify as 

“churn” for online communities varies from studies to studies and can range from 1 month to 1 year. Second, most studies 

focused on new users only. They observed new users’ first a few weeks/months, or the first a few online activities (e.g., posts), 

and then made predictions on whether they will churn. While this is useful, many online communities, including OHCs, may 

want to expand such predictions to all users, especially long-term users whose experience can be more valuable to the 

community. Third, many of the previous studies need significant amount of manual feature engineering or annotations. On one 

hand, many focused on using snapshots of users’ online activity profiles for churn predictions. Among those that did consider  

trajectories of behaviors, features need to be manually designed to capture temporal changes in users’ behaviors as in [26,35]. On 

the other hand, few have leveraged user-generated content, a valuable source of data that is unique to online communities and 

social media. While some have considered simple characteristic (e.g., length of posts), the rich data embedded in content is rarely 

used for churn prediction, with the exception of [35]. However, their text classifiers for social support types need to be trained by 

human annotated datasets, and thus have limited applicability in OHCs for other diseases or online communities in other 

domains. 

Therefore, in this research, we propose to predict if an OHC user will post anything during the next M months. Thus, by 

adjusting the value of M, an OHC can better decide the appropriate length of user inactivity before it should intervene instead of 

picking an arbitrary definition of “churn”. Such a prediction is based on observation of users’ activities during a time period of K 

months prior to the prediction, and thus can be done for each user whose has a history of at least K months of online activities. 

We propose to use LSTM to learn from the trajectories of users’ posting volume and content. Post volumes can be directly fed 

into LSTM without feature engineering, while post content is captured by topic modeling, an unsupervised approach that does not 

require human annotations. 

3 Methods and Results 
The dataset used in this paper consists of user-generated posts from Breastcancer.org, a popular peer-to-peer online health 

community for breast cancer survivors and their caregivers. It comprises all public posts from this community between October 

2002 and August 2013. There are more than 2.8 million user posts from 107,549 threads, contributed by around 50,000 users.  
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In our dataset, we found that a long period of hiatus does not necessarily mean a user will leave the OHC: 20.9% of the users 

who were inactive in posting for 3 months in the OHC came back later to publish a post. Similarly, the conditional probability of 

a user’s return to posting given 6 months of inactivity is still 13%. This echoes our previous discussions on the difficulty of 

defining user “churn” for OHCs, or online communities in general. Therefore, our prediction will observe users’ posting histories 

during the past K months and decide if they will post anything during the next M months, with different K and M values. Our 

approach uses post volumes first, and then adds post content as features to illustrate their contributions to the prediction. 

3.1 The trajectory-based method to predict user activities 

3.1.1 Capturing User Activity Trajectory. 

As we mentioned earlier, users will come back again even after a long period of hiatus. Thus, we first try to predict users’ 

posting in the next month (M=1) by observing user’s behaviors during the past K=6 and K=12 months respectively. We define 

that a user is active in posting (labeled as Class 1) during month t if she publishes one or more posts during that month. 

Otherwise, the user would be labeled as inactive during the month (class 0). 

A user’s posting activities during past K months constitute a trajectory. It can be represented with a time series with K 

elements, each element representing the number of posts the user published during each of the K months. For example, when 

trying to predict a user’s posting activity during month t with an observation period of K=6 months, a post volume trajectory <4, 

6, 0, 8, 2, 0> indicates that the user published 4 posts during the (t-6)th month, 6 posts during the (t-5)th month, …, and no post 

during the (t-1)th month. 

In our approach, a user can have multiple predictions based on when the prediction is made. For example, we can predict if a 

user will be active during her 13th month based on her activities during her 1st-12th months. We can also predict if the user will 

post during her 14th month based on her posting activities during her 2nd-13th months. Therefore, our predictive model is based on 

user- observation window instances. For example, a user whose first post was N months away from the end date of our dataset 

would have N-(K+M)+1 such user-observation window instances, because we need an observation period of K months for each 

user and predict the next M months. This also means we need to remove users whose first post was published within the last 

K+M months of our dataset. For example, with K=12 and M=1, this yields a pool of 41,788 users out of 50,414 users in the OHC 

with 1,504,938 instances.  

Since we observe each user’s posting activities from her first post till the end date in our dataset using a sliding time window, 

another problem in our dataset is the existence of a large number of instances with all zeroes. This is caused by users who have 

long hiatus and then return to the OHC and post again. For example, a user who was inactive in posting for 12 months and then 

return to post would have 12 consecutive zeroes in her posting volume trajectory. With K=6 and M=1, these 12 zeroes in the 

trajectory will lead to 7 instances with all zeroes. Meanwhile, in our user pool, most of these all-zero instances belong to the 

negative class (i.e., inactive): 99.4% when K=6 and M=1, and 99.7% when K=12 and M=1. Therefore, to simplify the model, we 

exclude those all-zero instances from our model as simply predicting them to be negative without learning can already get very 

good results. Including them in the learning process would lead to a more unbalanced dataset. 

3.1.2 Incorporating the Long Short-Term Memory (LSTM) Neural Network model. 

The Long Short-Term Memory Neural Network model [12] is generally considered to have strong capability to learn from 

temporal or sequence data. LSTM has two states: one is cell state 𝑐(𝑡), another is a hidden state ℎ(𝑡). The Memory cell, modulated 

by three gates – input, output and forget gates – is the major functional component of the LSTM. These gates determine the 

amount of dynamic information entering/leaving the memory cell. The memory cell has a set of internal states, which store the 

information obtained over time [32]. These internal states constitute a representation of an input sequence learned over time. 

Specifically, the input gate controls the degree to which the input information would enter the memory cell to influence its hidden 

state ℎ𝑡  at time 𝑡. The forget gate modulates the previous hidden state ℎ𝑡−1 to control its contribution to the current state. The 

output gate gets the information output from a memory cell which would influence the future states of LSTM cells.  

The trajectory-based LSTM unit contains a memory cell that stores long-term user activity trajectory information. The 

structure of an LSTM cell used in [12], as shown in the Figure 1, at each time step, this memory cell takes a new user monthly 

activity trajectory record 𝑥(𝑡) and maintains a portion of prior user activity information ℎ(𝑡−1). The trajectory-based LSTM unit 

also contains an input gate 𝑖(𝑡), a forget gate 𝑓(𝑡) and an output gate 𝑜(𝑡). The results from activation functions are 𝑧(𝑖) , 𝑧(𝑓), 𝑧(𝑜). 

The three gates inherit prior user activity trajectory information and also receive the current user activity trajectory. To be 

specific, 𝑧(𝑓), the forget gate result, controls cell state from last state 𝑐(𝑡−1) on how much will enter and how much will leave. 

𝑧(𝑖), the information gate result keeps selective memory from the input 𝑥(𝑡). 𝑧(𝑜), the output result determines which parts are 

going to be outputs at time 𝑡. 
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Figure 1: An illustration of the structure of an LSTM model cell. 

We first deploy LSTM with one hidden layer and a single unit to learn from user posting trajectories. It was implemented in 

Keras on top of Tensorflow, along with Scikit-learn on the Argon High Performance Computing system GPU having 56-core 

256GB with Titan V accelerators. 

3.1.3 Adding Post Content to the Prediction. 

People talk about different issues in an OHC, with some discussions not directly related to health issues [35]. We conjecture 

that what users talk about can also have implications to their subsequent posting behaviors. Thus, we first adopt topic modeling to 

investigate latent topics from the content of users’ posts. After stop words removal and stemming, we apply Latent Dirichlet 

allocation (LDA) [2]. As a result, each topic is represented by a distribution over keywords and each post has a distribution over 

these topics.  

With LDA, each topic can be represented as a vector that indicates its probability of belonging to each topic. For a user with 

multiple posts during a month, we can represent the user’s discussion topics during that month by averaging topic distributions of 

her posts during the month. Then over the observation period of K months, each user would have another trajectory on her 

discussion topics over time. Therefore, our next model adds these new trajectories to the previous LSTM with only post volume 

trajectories as inputs. For users who have no post during a given month, her topic distribution over that month would be all zeros. 

As shown in Figure 2, this new model (P-LSTM+Topics) uses two parallel LSTMs, each with one hidden layer and a single unit. 

The combined outputs of the two parallel LSTMs are fed into one fully connected layer before a prediction is generated. 

 

Figure 2: Structure of P-LSTM+Topics, which has two parallel LSTMs, one for post volumes and the other 

for topics from LDA. 

Another method to represent user-generated content by a real-valued vector is word embedding. Word embedding methods 

[21] have been used to represent words in a low dimension by minimizing the distance between a word and its context words in 

the vector space.  

Then we generate the embedding for a post by averaging embeddings of its words. A user with multiple posts during a month 

would be represented by the average word embedding of all her posts during the month. For users who have no post during a 

given month, her post word embedding vector would be an all-zero vector. As shown in Figure 3, the structure of the model 

based on embeddings (named P-LSTM+Embeddings) is very similar to P-LSTM+Topics (Figure 2).  
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Figure 3: Structure of P-LSTM+Embedding. 

3.2 Results 

3.2.1 Predictions based only on posting volume trajectories (K = 6, M =1). 

We first test the performance of different models with K=6 and M=1, i.e., predicting posting activities during the next month 

after observing users for 6 months. Our dataset for this setting starts with 1,755,666 instances, with a class ratio (inactive vs 

active) of 17:1. After removing instances with six consecutive zeros, we have 167,004 instances in the inactive class (0) and 

88,025 instances in the active class (1), leading to a more balanced class ratio of 2:1.  

To illustrate the performance of LSTM, we include four baseline models: Logistic Regression, Decision Tree, Random Forest, 

and Gated Recurrent Unit (GRU). GRU is another variant of recurrent neural network (RNN) with a simpler architecture and 

fewer parameters compared with LSTM. To compare the performance of our proposed methods and baselines, we use 10-fold 

cross validation for each method. The predictive performance is measured by four metrics: Area under the ROC (AUC), 

accuracy, as well as F1 scores for both the inactive and active classes. Table 1 shows the results, which are the average of 10 

times 10-fold cross-validations.  

Overall, LSTM outperforms the three baseline models besides GRU in both AUC (all with p-values<0.05 in paired t-tests) and 

accuracy. LSTM also outperforms GRU, although the difference is not statistically significant. In other words, LSTM can better 

learn from temporal trajectories of users’ post volumes. We also note that for our LSTM with one hidden layer and a single unit, 

adding more units or layers does not lead to significant improvement in performance. 

Table 1. The performances of predictive models (K=6, M=1) with best performance in bold. 

Model AUC Accuracy F1 (inactive) F1 (active) 

Logistic Regression 0.894 0.827 0.879 0.693 

Decision Tree 0.762 0.818 0.867 0.708 

Random Forest 0.885 0.837 0.879 0.748 

GRU 0.856 0.825 0.878 0.675 

LSTM 0.900 0.846 0.887 0.760 

P-LSTM+Topics 0.904 0.849 0.889 0.765 

P-LSTM+Embeddings 0.891 0.837 0.876 0.762 

 

3.2.2 Parallel LSTM with post contents. 

For LDA, we try to use 20 and 30 as the numbers of topics for this corpus. To help us better understand the impact of topics in 

our prediction, we examine and try to interpret each topic generated by LDA. It turns out when there are 30 topics, several topics 

have overlaps that can be easily observed. Thus, in subsequent analyses, we pick the results based on 20 topics for the ease of 

interpretation. Table 2 shows the keywords, our interpretations, and an example post for each topic. We will later examine if our 

results are robust when changing the number of topics. For word embedding, we adopt 300 as the size of embedding vectors. 
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To compare with predictions based solely on post volume trajectories, we use the same settings of K=6 and M=1. Results with 

the same evaluations based on 10 times 10-fold cross validations are listed in Table 1. 

Results in Table 1 show that P-LSTM+Embeddings does not perform well, as it is dominated by P-LSTM+Topics and LSTM, 

both with p-values<0.001 in paired t-tests. In other words, although post contents represented by embeddings do not help, adding 

the trajectories of latent topics from posts can contribute to better predictions (with p-value<0.001 in paired t-test). In addition, 

topics are generally easier to interpret than embeddings. Therefore, our subsequent analyses focus on P-LSTM+Topics. 

3.2.3 The effect of topics on non-LSTM models. 

We have shown that adding topic features to LSTM helps to make better predictions (K=6 and M=1). To further illustrate the 

contributions of topic trajectories, we also add users’ trajectories on these 20 topics from LDA to each baseline model. The 

settings of experiments are the same as previous ones with 10 times 10-fold cross validation. 

Similar to LSTM, all models, except Decision Tree, benefit from adding topics. At the same time, P-LSTM+Topics is still the 

best performer statistically significant (with all p-values<0.001 in paired t-tests). This further highlights the value of adding 

trajectories of user-generated content in user activity prediction. 

3.2.4 Varying the number of topics for LDA models. 

To examine whether predictions that incorporate topic trajectories are robust against the number of topics, we try different 

numbers of topics (K = 10, 30, and 40) and compare results with those based on 20 topics. The experiments are still based on 

observing user’s previous six-month posting activities and predicting the user’s next month activity (K=6 and M=1). Results are 

the average of 10 times 10-fold cross validation. 

Results in Table 4 show varying the number of topics in our proposed parallel LSTM does not lead to significant differences 

in predictive performances measured by AUCs (with all p-values > 0.1 in paired t-tests). In other words, prediction performance 

is not sensitive to the number of topics in LDA. As a result, we keep our 20 topics as we find that they are easier to interpret than 

other numbers of topics.  
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Table 2. Details of the 20 topics from LDA. 

Topic Top keywords Interpretations Example post (some content ommitted for brevity) 

1 get, eat, like, use, 

make, food 

Healthy recipes for 

everyday living. 

I have been told for health reasons to move away from plain 

flour and eat things made of whole wheat. I would like to 

know more about whole-wheat pasta. 

2 once, week, 

chemo, treatmet, 

scan, herceptin 

Pre-treatments 

discussions. 

Is anyone else starting chemo this month? I'll get a thread 

started, and let me know if you want to be added to this list. 

3 get, day, chemo, 

feel, week, pain 

Sharing personal 

experience and 

emotion related to 

treatment. 

Hello all my BC Sisters! Just wanted to give some hope and 

encouragement to all of you ... Today, I "graduated" from the 

chemo phase ... and I feel liberated! ... I have completed 4 

Dose Dense AC, plus 12 weekly Taxol.Sixteen treatments in 

all... 

4 breast, get, know, 

biopsy, lump, 

wait 

Post-test 

discussions. 

Okay, as many of you know, I had my biopsy last Thursday. 

No word yet on results. I just don't get why the follow ups 

after these tests can't be with the radiologist who reads and 

understands these tests in the first place. Sigh! Any thoughts 

and advice would be much appreciated. 

5 cancer, scan, 

radiation, bone, 

chemo, pain  

Share diagnostic 

test results. 

3 weeks ago my mom was diagnosed with moderatly 

invasave ductal carcinoma with necrosis. This was scary 

enough. 

6 thank, love, 

prayer, hug, help, 

hope 

Pray for others. Dear Lord, please look down upon these beautiful, loving, 

sweet women…Please let my sisters ... feel your healing 

grace … Please protect them ... 

7 breast, pain, 

surgery, feel, 

anyone, look 

Anxiety after 

getting a 

treatment/test. 

Today I got a bone scan, which of course brought an intense 

wave of scanxiety as soon as I walked into the hospital. 

8 cancer, breast, 

chemo, node, 

stage, lymph 

Sentinel nodes 

biopsy. 

You face some difficult decisions. To your specific question, 

unfortunately it is difficult to do a sentinel node biopsy after 

a mastectomy has been done. 

9 cancer, year, 

diagnosis, thank, 

find, doctor 

Concerns about 

family/genetic 

issue. 

 

My maternal grandmother had bc… My mother had 

widespread sites of DCIS and had a mastectomy… I've been 

working on a family "cancer map" in preparation for genetic 

testing. 

10 know, post, 

think, test, 

decision, ask 

Treatment options. 

 

I understand and appreciate that ... why women choose to 

have a BMX. I'm not questioning that decision... the role of 

the doctor is to table all the options and explain the pros and 

cons of each options. 
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11 risk, study, 

treatment, cell, 

tamoxifen, 

patient 

Clinical trials, 

research news, 

podcasts and study 

results. 

There is a small advantage with an AI over tamoxifen in the 

first five years-in the ATAC (Arimidex, Tamoxifen, Alone 

or in Combination) trial … 

12 hair, chemo, 

week, like, see, 

feel 

Hair shedding 

(eyebrows) after 

chemo treatment. 

All of my body hair fell out/off after my second chemo 

treatment with Cytoxan and Taxotere in early February - 

head hair, eybrows, arms, legs, genital region - entire body. 

13 surgery, node, 

chemo, find, 

tumor, back, 

Worries after 

surgeries (mostly 

lumpectomy). 

I am worried about so many things. I am frightened and 

devastated. Any insight would be greatly appreciated! Thank 

you. 

14 good, day, think, 

hope, work, well 

Companionship and 

greetings. 

Hi Jewels! Hope everyone is having a good Monday… Good 

day to stay inside and get things organized. Hope everyone 

has a great day! 

15 get, people, life, 

friend, woman, 

say 

Topics beyond 

health 

In fact, in 2004 women made up 54 percent of the U.S. 

electorate, the highest percentage in history. Their interest in 

and impact on politics has been increasing. 

16 pain, go, help,  

blood, http, name 

Other resources, 

such as books, web 

sites, articles, 

centers. 

I just read something posted by a doctor on another website 

that I found very interesting. Before you poo-poo this, please 

read it through. He seems to believe that … 

17 le, arm, know,  

help, 

lymphedema, 

therapist 

LE –lymphedema, 

which occurs after 

cancer surgery. 

I was diagnosed with LE before I noticed any swelling, 

although I could sure feel the LE symptoms: tingling, 

heaviness, aching of my upper arm. 

18 implant, breast, 

go, mom, 

exchange, 

surgery 

Breast implants for 

breast 

reconstruction. 

Beth,  I'd be very interested if you have more information 

about your Beckers and what type of silicone was used. ... it 

appears that the Becker implant on the market 11 years ago 

would have been 75% saline with 25% soft silicone... 

19 surgery, breast, 

one, time, bra, 

wear 

Breast 

reconstruction 

(lumpectomy or 

mastectomy). 

..., the difference between TRAM and DIEP is the veins they 

use to hook up the blood supply to the transplanted flap. With 

the DIEP… I went with the TRAM cause I had an 

experienced guy here doing those, but not DIEP. 

20 life, chemo, year, 

good, work hope 

 

Experiences of life 

changes after a 

breast cancer 

diagnosis. 

I would just like to post a note about how my life has changed 

in just one year. I was diagnosed …I would wake up crying 

in the middle of the night wondering if I'd see my 9th grader 

graduate. Today, I am cautiously optimistic about my future. 
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Table 3. The performance of different predictive models with topics (K=6, M=1). 

Model AUC Accuracy F1 (inactive) F1 (active) 

Logistic Regression+Topics 0.902 0.848 0.889 0.762 

Decision Tree+Topics 0.759 0.781 0.832 0.685 

Random Forest+Topics 0.891 0.832 0.874 0.747 

GRU+Topics 0.903 0.849 0.889 0.762 

P-LSTM+Topics 0.904 0.849 0.889 0.765 

Table 4. Performance of predictive models with different number of topics (K=6, M=1). 

Model AUC 

The number of topics K = 10 K = 20 K = 30 K = 40 

Logistic Regression+Topics 0.902 0.902 0.903 0.903 

Decision Tree+Topics 0.757 0.759 0.757 0.760 

Random Forest+Topics 0.892 0.891 0.889 0.888 

P-LSTM+Topics 0.904 0.904 0.905 0.905 

3.2.5 Effects of feature selection. 

To check the robustness of our P-LSTM+Topics model, we also apply two off-the-shelf dimensionality reduction methods -- 

Principle Component Analysis (PCA) and Random Forest feature ranking -- to check if the number of topics can be reduced 

before we feed them into our model. PCA is a data transformation method that linearly projects data into a variance-maximizing 

space from which a lower-dimensional subspace can be chosen [13,31]. Random Forest classification has also been applied as a 

method of feature selection [11,23], including two popular ways: permutation importance [1] and impurity importance [3]. We 

apply the second one in our experiment, which is derived from the training of a Random Forest classifier and selection of 

important features by Gini impurity [10,20]. We use Python package sklearn for feature selection. The experiments are still based 

on K=6 and M=1 with 10 times 10-fold cross validation. With PCA, we choose the number of components equals to 6, which can 

explain 99.99% variance for all features. 

Results in Table 5 show that feature selections on topic features do not help to improve the predictive performance. The P-

LSTM+Topics (shown in Table 3) model performs significantly better (with all p-values < 0.001 in paired t-tests) before 

applying the two feature selection methods.  

Table 5. P-LSTM+Topics with different feature selection methods on topics (K=6, M=1). 

Model AUC Accuracy F1 (inactive) F1 (active) 

P-LSTM+Topics with PCA 

feature selection 
0.853 0.801 0.851 0.698 

P-LSTM+Topics using 

Random Forest feature 

selection 

0.894 0.841 0.882 0.759 

 

3.2.6 Varying the observation period and prediction period. 

To further check the robustness of our P-LSTM+Topics model, we vary the values of K and M. First, we increase the length 

of observation period to K=12. This leads to fewer instances in our dataset. After removing instances with 12 consecutive zeroes, 

we have 269,390 instances, with a class ratio of 3:1 (inactive vs active). The same set of baseline and proposed models are 

trained and evaluated using 10 times 10-fold cross validation. Results are shown in Table 6. 
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Table 6. The performance of predictive models (K=12, M=1). 

Model AUC Accuracy F1 (inactive) F1 (active) 

Logistic Regression 0.909 0.872 0.920 0.669 

Decision Tree 0.722 0.847 0.900 0.673 

Random Forest 0.905 0.882 0.924 0.737 

LSTM 0.917 0.887 0.927 0.746 

P-LSTM+Topics 0.919 0.888 0.928 0.745 

As one would expect, compared to K=6 (shown in Table 1), a longer observation period leads to better predictive 

performance. The performance of proposed P-LSTM+Topics model is consistent: it still outperforms our baseline models (p-

values<0.05 in paired t-test for AUCs), although the improvement of the Parallel LSTM with Topics over the simpler LSTM is 

not statistically significant (p-value=0.16). 

Then we extend the prediction period to the next six months (i.e., M=6). The settings and procedures are the same as previous 

experiments, including removing instances with K consecutive zeroes. Results based on 10 times 10-fold cross validations are 

listed in Table 7 and Table 8 respectively. 

Compared to predictions of the next one month (M=1), predicting posting activities during a longer future period is generally 

more challenging, evidenced by lower AUCs for both settings. In addition, the inactive class has lower F1 scores, while the active 

class actually has slightly higher F1 scores. This suggests that the challenge in predicting longer-term posting activities is mainly 

caused by difficulties in predicting longer hiatus during 6 months than predicting inactivity during one month. 

Table 7. The performance of predictive models (K=6, M=6). 

Model AUC Accuracy F1 (inactive) F1 (active) 

Logistic Regression 0.852 0.750 0.775 0.718 

Decision Tree 0.792 0.757 0.767 0.745 

Random Forest 0.851 0.776 0.778 0.773 

LSTM 0.865 0.785 0.785 0.785 

P-LSTM+Topics 0.869 0.788 0.786 0.789 

Table 8. The performance of predictive models (K=12, M=6). 

Model AUC Accuracy F1 (inactive) F1 (active) 

Logistic Regression 0.865 0.781 0.840 0.654 

Decision Tree 0.735 0.780 0.826 0.700 

Random Forest 0.865 0.807 0.845 0.744 

LSTM 0.878 0.815 0.853 0.750 

P-LSTM+Topics 0.881 0.818 0.856 0.754 

At the same time, the performance of P-LSTM+Topics is still consistent: they have better performance than baseline models 

(all p-values<0.001 in paired t-tests for AUCs). When K=6, M=6, the P-LSTM+Topics model performs slightly better than 

LSTM (all p-values<0.01 in paired t-tests for AUCs). With K=12, M=6, P-LSTM+Topics only performs marginally better than 

LSTM (p-value=0.058 in paired t-tests for AUCs). 
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3.3 The impact of discussion topics 
Now we know that adding discussion topics from posts can help to improve the prediction of user posting activities. Inspired 

by inverse classification [19], we would like to explore which topics are more sensitive to possible interventions that aim at 

retaining users’ posting activities. Specifically, if an OHC predicts a user to be inactive in the next month, but wants to keep her 

active in posting, which topics should the OHC recommend to the user so that when the user have more coverages on these 

topics, her prediction can switch to the other class (i.e., active)?   

To investigate how changes to different discussion topics would affect predictions from our model, we first use a parallel 

LSTM predictive model to assign a class label for each instance. Then, for given a topic, we add 1 standard deviation to that  

topic’s probability during the last month of observation (i.e., the 6th month if K=6) for all instances. Such modified instances with 

a new topic distribution for the last month then get new predicted labels from the same parallel LSTM predictive model. 

Comparing new labels and previous labels for each instance, we can find how many instances that were previous predicted as 

inactive switch to the active class in new predictions after increasing coverage on the artificially augmented topic. We run such 

experiments for each of the 20 topics. Figure 4 illustrates the process.  

 

Figure 4: The procedure of our inverse classification experiments. 

Table 9. Top topics based on the number of inversely classified instances with (M=1, and K=6 and 12 respectively). 

K = 6 K = 12 

Topic ID Num. of Instances Topic ID Num. of Instances 

14 6726 14 5126 

3 5548 3 4473 

6 5066 6 4039 

19 3901 19 3107 

10 3721 15 2935 

15 3671 10 2747 

Table 9 lists the top 6 topics by the number instances whose predictions have been “inversed” (from the inactive class to the  

active class). These top topics are consistent no matter whether we use predictive models trained with K=6 M=1 or K=12 M=1. 

We focus on the top 3 topics (in bold) as their numbers of inversely classified instances are much higher than the other 3 topics. 

Topic 14 is about “Companionship and greetings”; Topic 3 is related to sharing personal experience and emotion with treatments; 

Topic 6 focuses mainly “Praying for others”. In other words, users who discuss more on these topics during the last month of 

observation periods would have the best chance of having their predictions inversed from “inactive” to “active”.  

The results also concur with findings from empirical studies on social support. Companionship, also known as network 

support, is about informal chatting, humor, teasing and discussion of daily life. Emotional support is about empathy, 

encouragement, affection, caring etc. Research has previous revealed that OHC users’ involvement in companionship [35] and 

emotional support [36] serve as an indicator of their long-term engagement in an OHC. 
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4 Conclusions and Future Work 
This paper aims at predicting users’ posting activities in OHCs. We propose a new framework to set up the prediction 

problem that is less arbitrary and more flexible than traditional user churn prediction for online communities and social media. In 

the framework, the length of the observation period and the prediction period can change based on the need of community 

management, and the observation period does not have to start from the first month of a user’s online activities. This framework 

can thus provide predictions for any user whose temporal spans of online activities are longer than the observation window. It 

also allows predictions for short-term activities, long-term hiatus, or user churn. Our proposed approach leverages deep learning 

methods and user-generated content. It feeds one behavior trajectory in posting volume and another behavior trajectory in post 

topics into a parallel LSTM. The first trajectory is based on the number of posts over time and does not need feature engineering, 

while the second trajectory is based on topic distribution overtime, which is generated with unsupervised topic modeling and 

does not need human annotations. Through various experiments, we demonstrate that our P-LSTM+Topics model consistently 

outperforms baseline methods and that adding the trajectories on topics distributions helps to improve predictive performance. 

Such predictions can help OHC managers improve user retention and community management via interventions such as email 

reminders or content recommendations. Thus, we also investigate what discussion topics are the most sensitive to possible 

interventions via inverse classification. It turns out discussions on companionship and emotional support top OHC mangers’ list 

if they want to inverse more instances’ predictions from being inactive to being active. 

This research is not without limitations. We only work with data from one OHC, and test two different lengths for observation 

periods and prediction periods respectively. The predictive model is only for and based on posting activities. While users’ 

clicking behaviors are also important, we do not have access to clickstream data for this OHC.  

There are also several directions for further research. For example, we would also like to examine what users talk about before 

they suddenly disappear or when they re-appear after a long hiatus. Given the nature of cancer, we suspect that these are related 

to their offline health. Designing and evaluating interventions for user retention based on our predictions would be an interesting 

undertake. As some users are cancer survivors themselves while some are caregivers, and they come to an OHC with different 

purposes. Thus, being able to differentiate their roles can potentially help us better predict their future posting behaviors. 
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