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A B S T R A C T

We utilize the wealth of data related to American college football recruitment as a laboratory for studying the
impact of social networks on organizational turnover. We combine data about athletes' recruiting activities and
college choices with data from their Twitter social networks to predict decommitments over time - specifically,
which athletes will decommit from their current college in a given month. Our results demonstrate the value of
considering online social networks for decommitment predictions. Models incorporating social media data
consistently outperform the baseline model containing only features derived from recruiting and institutional
data. In the realm of athletic recruiting, our research can help coaches identify recruits who are more likely to
decommit and enable them to proactively adjust recruiting strategies.

1. Introduction

More than a game, college football is often a significant part of the
public face of an institution of higher education. In 2017 alone, over 42
million fans attended Division I football games [1]. Successful athletic
departments turn multimillion-dollar profits, and on-field performance
has been linked to trends in general student body enrollment [42],
institutional reputation [43], and donor behaviors [44]. The perfor-
mance of a team is highly dependent on recruiting the most talented
athletes. An analysis of college football data from 2002 to 2012 found
that each five-star recruit increased the number of team wins by 0.306
[45], and the worth of a premium college football player has been es-
timated as high as $2.3 million per season [2]. Thus, it is no surprise
that top programs spend upwards of $1 million annually on recruiting,
with total football budgets increasing approximately 30% over the past
several years [3].

Despite increasing quantities of money, time, and energy devoted to
recruitment, media reports indicate that decommitments (instances
where an athlete reneges on a non-binding, verbal commitment to a
college) are on the rise [4]. Our research is the first to examine de-
commitments, and can assist coaches by identifying vulnerable com-
mitments and informing recruiting and retention strategies. Specifi-
cally, we utilize data from college football recruits' Twitter networks to
construct an explanatory model of decommitment decision-making and

predict decommitments over time. Using Twitter data is especially ap-
propriate for the college football context, where “nothing has impacted
recruiting more in the last 20 years than social media” (as quoted in
[5]). The power of online social network data to predict offline out-
comes has been explored in the context of box office success [6], event
attendance [7], and health outcomes [39], among others. Yet there is
very little empirical research focusing on the relationship between
athletes' online social media and offline recruiting decisions.

Our work also has more general implications about the relationship
between online social networks and offline organizational turnover.
Recruitment occurs in many contexts, and we draw comparisons be-
tween turnover in college football and human resources (HR). As with
college athletics, HR recruiting and retention is a high-stakes issue;
good employees add value to an organization through their work pro-
duct, knowledge, and even their professional and personal networks.
However, in a recent survey of 321 U.S. and Canadian companies, 35%
reported difficulty retaining top employees (Towers [8]). At the same
time, a Deloitte research team found that companies spent an average of
approximately $4000 per hire in 2014, an increase of 7% on average
over the previous year [9]. High rates of turnover may be interpreted as
a signal of poor organizational culture, working conditions, or leader-
ship, negatively affecting the reputation of the organization [10]. Bad
reputation has been linked to reduced pride in membership and em-
ployee tenure [11], suggesting a feedback loop of adverse outcomes.
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Our work makes a unique contribution to the body of knowledge on
organizational turnover by leveraging Twitter data. Social media fa-
cilitates the collection of large quantities of network data in situations
where observing offline social ties would be expensive or impossible.
Our study provides a holistic view of an entire labor market, tracking
the recruiting activities and Twitter networks of 2644 athletes in the
class of 2016.

In the remainder of this paper we provide a review of the related
literature. We then describe our data, features, explanatory model, and
predictive performance. Finally, we present an example application to
recruiting decision support and discuss the implications of our findings,
limitations, and directions for future research.

2. Related work

Drawing on the parallels between HR and college football re-
cruiting, we review selected literature on predictors of employee
turnover and previous research on athletic recruiting.

2.1. Individual, organizational, and environmental predictors

An employee's decision to leave an organization is influenced by
many factors, and one branch of turnover research focuses on the ef-
fects of individual, organizational, and environmental variables. While
the evidence supporting the effect of demographic features is mixed,
meta-analyses consistently show that age and tenure are negatively
correlated to job turnover [12,13]. As our study focuses on high school
seniors, we assume that age is constant. We do consider the length of
time that an athlete has been committed, as well as individual char-
acteristics that affect his recruitment prospects such as star rating.

Regarding organizational factors, an employee's turnover intention
is strongly correlated to the desirability of leaving her current organi-
zation [14]. Indeed, job satisfaction is often called “the single most
reliable predictor of turnover,” ([15], p. 208), and multiple meta-ana-
lyses [12,13] confirm this relationship. Similar to Cotton & Tuttle
Cotton & Tuttle [16], we represent satisfaction via a collection of
variables. We consider domain-specific cost/benefit factors impacting
school desirability such as the college's amenities, geographic distance,
academic ranking, and football team performance [17]. We also ex-
amine how demonstrated affinity between the athlete and school (via
unofficial, official, and coach visits) may signal satisfaction.

Turnover is also linked to environmental conditions, including the
job market and perceived ease of leaving the organization [14]. Meta-
analyses demonstrate that variables related to specific job alternatives
and comparisons to an employee's current position are superior pre-
dictors of turnover [12,13]. In our study, we consider features related to
the availability of college options (number of scholarship offers) as well
as their attractiveness in comparison to the athlete's current school.

2.2. Social network predictors

The second branch of turnover literature considers the effect of
social and relational factors. In a five-year survival analysis of 176
healthcare workers, Mossholder et al. Mossholder et al. [18] find that
network centrality and interpersonal citizenship behavior are sig-
nificant predictors of turnover, after controlling for tenure, age, gender,
and job satisfaction. Feeley, Hwang, and Barnett Feeley, Hwang, and
Barnett [19] discover that subjects who report greater numbers of
friendships in the workplace have a lower likelihood of turnover. While
Moynihan and Pandey Moynihan and Pandey [15] do not track actual
social ties, they survey 326 non-profit employees about perceived
coworker support and obligation toward coworkers, finding that both
are negatively correlated to short-term turnover intentions.

In the athletic domain, two studies use different social network
features to predict commitments. Mirabile and Witte Mirabile and Witte
[20] find that familial connections (father, brother, cousin, or uncle

who played football at the same college) are significant predictors of
school choice. Bigsby, Ohlmann, and Zhao Bigsby, Ohlmann, and Zhao
[21] discover that incorporating social media features, including the
number and affiliation of Twitter friends and followers and the hashtags
posted by athletes, improves the accuracy of school choice predictions.
Additionally, qualitative studies of sports recruiting [22] and surveys of
high school and college athletes [23] underscore the influence of coa-
ches, parents, and other athletes on school choice. In our study, we
capture an athlete's social ties through his Twitter network and track
the number of in-links and out-links to coaches, current players, and
other recruits affiliated with the athlete's current school.

Our work also provides a unique addition to the literature by in-
vestigating the role of inter-organizational networks. We use Twitter
data to observe each athlete's in-links and out-links to coaches, players,
and recruits from other schools that have offered him a scholarship.
With the exception of Moynihan and Pandey Moynihan and Pandey
[15], previous research on employee turnover has largely ignored ex-
ternal networks. Their analysis of professional networking activities
(e.g., conferences, professional society memberships) fails to find strong
support for the hypothesis that inter-organizational networks influence
turnover intention via perceived ease of movement.

We also investigate whether decommitments spread through the
social network. In a two-year study of referral hiring at a telephone
customer service center, Fernandez, Castilla, and Moore Fernandez,
Castilla, and Moore [24] find that employees hired via referrals were
more likely to leave the organization after their referrers, suggesting a
diffusion effect in turnover behavior. Felps et al. Felps et al. [25] pro-
pose a theory of turnover contagion, and their results suggest that
coworker job embeddedness (a summary measure combining person-
job fit and network centrality) is a significant, negative predictor of
turnover whose effect was mediated by coworkers' job search activities.
Though there are no empirical studies of turnover contagion in college
athletic recruiting, anecdotal evidence suggests that athletes may be
more likely to decommit after their peers [26], and we expect that the
commitment status of an athlete's reciprocated social ties will impact
his likelihood of decommitment.

3. Data

We scraped data on 2644 high school football players in the 2016
recruiting class from the 247Sports.com recruiting database [27]. For
each individual athlete, we collected personal information (e.g., height,
weight, hometown, position) and timelines of recruiting events (e.g.,
scholarship offers, visits, commitments, decommitments). College coa-
ches may begin directly contacting high school players during their
junior year [28], with the recruiting process intensifying at the start of
senior year. Different recruiting events tend to occur at specific times
over the course of the recruitment, and Fig. 1 displays a timeline of
scholarship offers, visits, commitments, and decommitments over the
final six months of recruitment.

While the vast majority of offers are extended during junior year
(78% of all offers for the class of 2016), there is a slight uptick during
the final months of recruitment. At this time, many coaches scramble to
fill vacancies in their recruiting classes by offering scholarships to
athletes they did not consider before or attempting to “poach” recruits
from other schools. Unofficial visits, which are paid for by the athlete
and his family, decrease during this period while official visits increase.
Recruits in the class of 2016 were not allowed to take official visits
financed by the school until the start of their senior year [28]. Coach
visits (including evaluations and in-home visits) occur throughout re-
cruitment, but increase during the last six months, when coaches seek
to maintain relationships with committed athletes and secure addi-
tional recruits. 38% of all coach visits occurred between September
2015 and February 2016. Commitments also increased during this
period. 45% of athletes in the class of 2016 committed during the final
six months of recruitment. An athlete may make a non-binding verbal
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commitment at any time any time, but can then revoke his pledge and
commit to another school freely until signing a National Letter of Intent
(NLI). Of the 2644 athletes in the class of 2016, 536 unique athletes
(20.3%) decommitted at some point during recruitment. 34 athletes
decommitted twice and 1 athlete decommitted 3 times, resulting in 572
total decommitment events. This rate is greater than the 12.4% ob-
served previously [29], and supports claims by sports media outlets that
decommitments are becoming more frequent [4]. Decommitments in-
creased during the final months of recruitment; 71% of all decommit-
ments occurred between September 2015 and February 2016.

We also obtained basic information about 682 Division I, II, III and
junior college teams recruiting these athletes. This included dynamic
features which changed from month to month, such as football team
ranking [30], NCAA disciplinary record [1], and team performance, as
well features that did not change over the final six months of recruit-
ment, such as location and academic ranking [31].

In addition to being a comprehensive source of recruiting data,
247Sports.com provides links to the Twitter profiles of many athletes.
We obtained Twitter IDs for 1629 athletes from the site, and performed
a manual search for the remaining athletes to conclude that 2329 (88%)
possessed public Twitter accounts, while an additional 160 (6%) had
protected accounts. For athletes with public accounts, we gathered
profile information, friends and followers lists, and tweets using the
REST API [32]. Because the API does not return the date when two
users became connected, we collected Twitter data monthly between
September 2015 and March 2016 and compared the friends and fol-
lowers lists retrieved over time in order to track changes in the online
social network. Twitter IDs for 651 Division I coaches and 2225 current
college athletes were also obtained from 247Sports.com in order to
identify connections between recruits and college football programs.

The vast majority of previous turnover studies are either a) cross-
sectional, collecting data on predictors and turnover intentions at a
single point in time, or b) time-lagged, measuring predictors at one time

and outcomes at a later time. In contrast, we construct a dataset of
“athlete-month” instances. For each athlete with a public Twitter ac-
count, we create an instance for each month between October 2015 and
February 2016. While our Twitter data spans September 2015 to March
2016, we begin with October so that at least one month of retrospective
data is available. We only include instances where the athlete is verb-
ally committed at the beginning of the specified month; assuming that
he cannot decommit if he is not currently committed or has signed an
NLI. This process yields a dataset of 7128 instances. Each instance has
features related to the corresponding athlete's personal characteristics,
satisfaction, alternatives, and Twitter network, as recorded up to the
end of the specified month m, and a binary outcome tracking whether
the athlete decommitted during the next month m+ 1. Over the 7128
athlete-month instances, there are 1785 different athletes, and there are
370 athlete-month instances corresponding to decommitments.

4. Feature engineering

The performance of a predictive model depends on the features it
considers. In order to isolate the value added by incorporating in-
formation from different dimensions of an athlete's online social net-
work, we present four groups of features: one group of baseline features
using recruiting and institutional data, and three groups of features
based on Twitter data.

4.1. Baseline features

As with employee turnover, athletic decommitments are likely to be
impacted by the individual, organizational, and environmental factors.
Using data from each athlete's 247Sports.com recruiting profile, we
construct 9 features related to the athlete's personal characteristics,
including star rating, length of his current commitment, and whether he
has previously decommitted (Table 1). We construct 17 features related
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Fig. 1. Timeline of recruiting events (9/1/2015–2/29/2016).
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to satisfaction, and expect that features that increase the benefits and
decrease the costs of attendance at the original commitment school
(termed “original” in Table 1) will decrease the likelihood of decom-
mitment. While environmental predictors in HR studies often represent
broad trends, we create features that measure the availability and at-
tractiveness of an athlete's concrete alternatives, i.e., the other colleges
that have offered him a scholarship (termed “other” in Table 1). We
construct 19 features that measure the relative desirability of these
alternatives in comparison to the original commitment school (Table 1).
We note that these features are chronologically consistent. For example,
to predict if an athlete will decommit in January, we count only official
visits to other schools that occurred before January 1.

4.2. Out-links

The second set of features is designed to capture the relationship
between Twitter “friends,” i.e., other users followed by the athlete, and
the likelihood of decommitment. Number of friends varied widely by
athlete-as of September 2015, recruits had between 0 and 3841 friends,
with an average of 658. In addition, because Twitter users tend to ac-
crue friends over time, a connection made in 2013 might not be in-
dicative of commitment strength in 2015. Thus, we focus on tracking

new out-links in the previous month. For example, if predicting whether
an athlete will decommit in January, the lists of Twitter friends re-
trieved January 1 and December 1 are compared to determine the
number of friends added or dropped in December. We construct six
features tracking the number, affiliation, and type of the athlete's
Twitter out-links (Table 2). Ties to coaches, recruits, and current
players at the athlete's original commitment school are denoted as
“original,” and connections to individuals from other schools that have
offered a scholarship to the athlete are termed “other.”

4.3. In-links

The third group of features focuses on the in-links from other
Twitter users, i.e., “followers.” As of September 2015, recruits had
between 0 and 14,284 followers, with an average of 1185. We track
new in-links from coaches, current college football players, and other
recruits during the previous month. Followers from the athlete's ori-
ginal commitment school are described as “original,” and followers
from other schools that have offered a scholarship are termed “other.”
We construct six features recording the type, number, and affiliation of
Twitter followers (Table 2).

Table 1
Baseline features.

Type Feature Description

Personal Height Numeric; height in inches
Weight Numeric; weight in pounds
Bmi Numeric; body mass index
Position Categorical; recruit position
Star Categorical; recruit star rating (0, 2, 3, 4, 5)
Region Categorical; U.S. Census region of recruit hometown
Hotbed Binary; hometown located in recruiting “hotbed” state (CA, FL, or TX)
Days committed Numeric; days since verbal commitment
Prior decommitment Binary; athlete has previously decommitted

Satisfaction Distance (original) Numeric; distance between hometown and original school
In-state (original) Binary; hometown in same state as original school
Type (original) Categorical; institutional type (military, private, public)
US News (original) Numeric; U.S. News academic ranking
Division (original) Categorical; NCAA division (FBS, FCS, II, III, JUCO)
Power (original) Binary; original school member of “Power 5” conference
AP (original) Numeric; ranking in Associated Press poll
Postseason (original) Binary; played in postseason bowl during 2014 season
Historic win% (original) Numeric; winning percentage over past five seasons (2010–2014)
Current win% (original) Numeric; winning percentage during 2015 season
Commits (original) Numeric; recruits committed to original school
Coach change (original) Binary; head coach change during 2015 season
Sanctions (original) Binary; team under active NCAA sanction or probation
First offer (original) Binary; original school was first to offer recruit
Unofficial (original) Numeric; unofficial visits to original school
Coach visit (original) Numeric; coach visits from original school
Official (original) Binary; recruit has taken official visit to original school

Alternatives Offers (other) Numeric; offers from other schools
Closer (other) Numeric; offering schools closer than original school
US News (other) Numeric; offering schools with higher U.S. News ranking
FBS (other) Numeric; offering schools from FBS
Power (other) Numeric; offering schools from “Power 5” conference
AP (other) Numeric; offering schools with higher AP poll ranking
Postseason (other) Numeric; offering schools that played in bowl during 2014 season
Historic win % (other) Numeric; offering schools with greater winning percentage over last five seasons (2010–2014)
Current win % (other) Numeric; offering schools with greater winning percentage during 2015 season
Coach change (other) Numeric; offering schools with head coach change during 2015 season
Sanctions (other) Numeric; offering schools with team under active NCAA sanction or probation
Offers since (other) Numeric; offers from other schools since commitment
Unofficial (other) Numeric; unofficial visits to other schools
Unofficial since (other) Numeric; unofficial visits to other schools since commitment
Coach visit (other) Numeric; coach visits from other schools
Coach visit since (other) Numeric; coach visits from other schools since commitment
Official (other) Numeric; official visits to other schools
Official since (other) Numeric; official visits to other schools since commitment
Days to NSD Numeric; days remaining until National Signing Day
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4.4. Diffusion

The fourth group of features examines the actions of athletes' social
network neighbors. A large body of research in psychology and so-
ciology has explored how social networks impact individuals' decisions
(e.g., [33]), and coworker behavior has previously been linked to per-
sonnel turnover [24,25]. We construct two features related to the
commitment status of the athlete's reciprocated Twitter connections
(Table 2). Consistent with a threshold model of diffusion, we use the
total number of committed and decommitted peers prior to the pre-
diction month. For example, to predict if a player will decommit in
January, we count reciprocated Twitter connections that have decom-
mitted up to January 1.

5. Explanatory modeling

In order to evaluate the marginal effects of different predictors on
the likelihood of decommitment, we construct a series of fitted logistic
regression models using the full set of 7148 athlete-month instances.
Though logistic regression is fairly robust to class imbalance given
sufficient training data, it is sensitive to multicollinearity. We conduct
feature selection using a lasso regression with L1 penalty (C=0.1),
parameters selected via grid search (see Appendix A). The lasso re-
gression is solely used for feature selection. After manually removing
predictors whose coefficients reduce to 0, we re-fit the logistic regres-
sion implemented without regularized maximum likelihood or penalty.
This allows consistent comparison of the coefficients and performance
across the five models that use different sets of independent variables.
Model 0 uses the baseline features, while Models 1, 2, and 3 add the
variables tracking the athlete's new out-links, in-links, and network
diffusion, respectively. We also create a combined model (Model 4).

5.1. Factors related to decommitment

Table 3 reports the coefficients and significance for each feature
across the five models. By applying the exponential function to the
coefficient, we can quantify how a predictor impacts the odds of de-
commitment.1 We also list the pseudo R-squared [34] for each model.

Model 0 contains features related to the athlete's individual char-
acteristics; cost/benefit factors impacting satisfaction with his current
school; and the availability and attractiveness of alternatives. After
applying lasso regression, the size of the baseline is reduced to 20
features. While most of the individual factors were removed during
feature selection, a previous decommitment is associated with a 135%
increase in the odds of decommitment. We find that features that

decrease costs of attendance at the original school are associated with
decreased odds. An athlete's odds of decommitment decrease by 31%
when he is committed to a college in his home state. Attendance at an
in-state school has been linked not only to lower travel costs, but also
an increased sense of satisfaction and fit [35]. Interestingly, the number
of committed recruits has a negative coefficient; each additional
commit is associated with a 4% decrease in the odds. While one might
expect that competition for playing time would encourage an athlete to
decommit, a solid recruiting class may function as a signal of the quality
and stability of a football program. Features that represent decreased
benefits are associated with an increased likelihood of decommitment.
Commitment to a team that has experienced a recent head coaching
change has the largest impact, increasing the odds by 148%. Recruiting
activities are also significant predictors. Each official and unofficial visit
to the original commitment school is associated with a 17% and 30%
decrease in the odds of decommitment, respectively. The sequence of
recruiting events may also signal the athlete's attachment to a school
[21]. Indeed, we find that the odds of leaving the original school de-
crease 69% when it was the first offer.

The regression results also indicate that greater availability and
attractiveness of alternatives is associated with increased likelihood of
decommitment. Each scholarship offer received from another school
after committing is associated with a 17% increase in the odds. Visits
taken by the athlete post-commitment are highly significant. The odds
of decommitment increase 52% for each unofficial visit to another
school after committing and 87% for each official visit. Furthermore,
each coach visit from another school after committing is associated
with a 37% increase in the odds. In an unexpected result, the odds of
decommitment increase 1% for each day closer to National Signing
Day. While we expected that limited time to find a new team would
discourage athletes from decommitting, this result could be related to
coaches' last-minute efforts to “poach” athletes committed to other
schools in order to fill out their rosters. 25% of all decommitments
occurred during January 2016, the last full month of recruitment.
Finally, several features in this model are not significant, although their
coefficients show the expected signs.

Model 1 adds features related to the number and affiliation of new
out-links in the athlete's Twitter network to Model 0. We find that
following users associated with the commitment school is associated
with a lower likelihood of decommitment in the next month. The odds
decrease 22% for each new friendship with a committed recruit in the
class of 2016. Conversely, following users from other schools is asso-
ciated with an increased likelihood of decommitment. An athlete's odds
of decommitting increase 7% for each new friend committed to another
school and 17% for each new friend currently attending another school.
The features tracking friendships with coaches are not significant, al-
though their coefficients have the expected signs.

Model 2 investigates the effect of in-links, adding features tracking

Table 2
Online social network features.

Type Feature Description

Out-links Coach friends (original) Numeric; coaches from original school followed by athlete during previous month
Recruit friends (original) Numeric; 2016 recruits from original school followed during previous month
College friends (original) Numeric; current players from original school followed during previous month
Coach friends (other) Numeric; coaches from other schools followed by athlete during previous month
Recruit friends (other) Numeric; 2016 recruits from other schools followed during previous month
College friends (other) Numeric; current players from other schools followed during previous month

In-links Coach followers (original) Numeric; coaches from original school following athlete during previous month
Recruit followers (original) Numeric; 2016 recruits from original school following during previous month
College followers (original) Numeric; current players from original school following during previous month
Coach followers (other) Numeric; coaches from other schools following athlete during previous month
Recruit followers (other) Numeric; 2016 recruits from other schools following during previous month
College followers (other) Numeric; current players from other schools following during previous month

Diffusion Total committed Numeric; reciprocated connections to committed 2016 recruits who have never decommitted
Total decommited Numeric; reciprocated connections to 2016 recruits that have previously decommitted

1 ex. For example, the coefficient for prior decommitment is 0.8555 in Model
0 (e0.8555= 2.3525).
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the number of new Twitter followers associated with the commitment
school and other schools during the prior month. An increase in fol-
lowers from the original school is associated with decreased likelihood
of decommitment. Each new recruit following the athlete in the prior
month decreases the odds by 18%. Additional followers from other
schools are associated with increased odds of decommitment-37% for
each coach, 9% for each recruit, and 27% for each current player. While
the other features tested in this model are not significant, their coeffi-
cients carry the expected signs.

Model 3 investigates diffusion, adding features tracking the beha-
vior of an athlete's social network neighbors to Model 0. Each re-
ciprocated friend who has decommitted increases the athlete's odds of
decommitting by 8%. Each reciprocated friend with a current, stable
commitment is associated with a 4% decrease in the odds. These results
suggest that athletes may be influenced by behavior of their peers and
that the decision to decommit can be viral in a social network.

Model 4 adds the online social network features tested in Models 1,
2, and 3 to the baseline. Applying lasso regression (C=0.1) again to
account for potential collinearity issues and spurious effects reduces
model to the 29 features shown in Table 3 (20 baseline features and 9
Twitter network features). We then refit the reduced model without
regularized maximum likelihood or penalty. The coefficients of the final
model suggest that, after considering personal, organizational, and
environmental factors, Twitter network features do have a significant
impact on likelihood of decommitment. For example, each new
friendship with a fellow recruit from the original school is associated
with a 16% decrease in the odds. The odds increase 17% for each new

friendship with a current football player at another school. The odds of
decommitment increase 36% for each coach and 9% for each recruit
from another school following the athlete in the prior month. Model 4
excludes both of the proposed diffusion features. This result suggests
that the structure of the athlete's Twitter network (the number and
affiliation of his friends and followers) may be more useful for pre-
dicting decommitments than the behavior of his peers.

6. Predictive modeling

6.1. Classification algorithms

In addition to constructing fitted models to better understand ath-
letes' decommitment decisions and the marginal effects of different
features, we seek to predict the occurrence of decommitments over
time. Because different classification approaches are suited to different
types of problems, model selection may greatly impact prediction
quality. We consider five standard algorithms for supervised machine
learning from the Python scikit-learn package [36]. We perform feature
selection specific to each method, beginning with the same set of 45
baseline features (Table 1). Appropriate parameters were selected via
grid search (see Appendix A). We provide a brief description of each
method, its parameters, and feature selection process below.2

Table 3
Fitted logistic regressions.

Feature Model 0 Model 1 Model 2 Model 3 Model 4

Intercept −1.5812 ⁎⁎⁎ −1.6692 ⁎⁎⁎ −1.6146 ⁎⁎⁎ −1.5089 ⁎⁎⁎ −1.6395 ⁎⁎⁎

Prior decommitment 0.8555 ⁎⁎⁎ 0.8006 ⁎⁎ 0.7672 ⁎⁎ 0.8627 ⁎⁎⁎ 0.7711 ⁎⁎

In-state (original) −0.3664 ⁎⁎ −0.4014 ⁎⁎ −0.4100 ⁎⁎ −0.3975 ⁎⁎ −0.4117 ⁎⁎

US News (original) −0.0002 −0.0000 0.0000 −0.0004 0.0000
AP (original) 0.0034 0.0040 0.0039 0.0028 0.0040
Current win % (original) −0.0040 −0.0042 −0.0036 −0.0043 −0.0035
Commits (original) −0.0362 ⁎⁎ −0.0255 ° −0.0273 ⁎ −0.0219 −0.0261 °

Coach change (original) 0.9091 ⁎⁎⁎ 0.9312 ⁎⁎⁎ 0.8349 ⁎⁎⁎ 0.7990 ⁎⁎⁎ 0.8430 ⁎⁎⁎

Sanctions (original) 0.0985 0.0778 0.0635 −0.0197 0.0571
First offer (original) −1.1874 ⁎⁎⁎ −1.1203 ⁎⁎⁎ −1.1361 ⁎⁎⁎ −1.1578 ⁎⁎⁎ −1.1188 ⁎⁎⁎

Unofficial (original) −0.1889 ⁎ −0.2122 ⁎ −0.2142 ⁎ −0.1876 ⁎ −0.2080 ⁎

Official (original) −0.3619 ⁎ −0.3053 ° −0.2517 −0.3779 ⁎ −0.2701
Offers (other) −0.0117 −0.0136 −0.0070 −0.0145 −0.0051
Closer (other) −0.0007 0.0011 0.0006 −0.0044 0.0003
Higher US News (other) 0.0373 0.0433 0.0464 0.0513 0.0458
Sanctions (other) −0.0786 −0.0637 −0.0529 −0.1118 −0.0534
Offers since (other) 0.1556 ⁎⁎ 0.1497 ⁎⁎ 0.1294 ⁎ 0.1427 ⁎⁎ 0.1263 ⁎

Unofficial since (other) 0.4179 ⁎⁎⁎ 0.4017 ⁎⁎⁎ 0.4040 ⁎⁎⁎ 0.4278 ⁎⁎⁎ 0.3985 ⁎⁎⁎

Coach visit since (other) 0.3142 ⁎ 0.2797 ° 0.2022 0.3387 ⁎ 0.2113
Official since (other) 0.7519 ⁎⁎⁎ 0.6595 ⁎⁎⁎ 0.4936 ⁎⁎⁎ 0.7291 ⁎⁎⁎ 0.5023 ⁎⁎⁎

Days to NSD −0.0138 ⁎⁎⁎ −0.0150 ⁎⁎⁎ −0.0167 ⁎⁎⁎ −0.0127 ⁎⁎⁎ −0.0170 ⁎⁎⁎

Coach friends (original) −0.0431
Recruit friends (original) −0.2427 ⁎⁎⁎ −0.1739 ⁎

College friends (original) −0.1288 −0.0707
Coach friends (other) 0.0180
Recruit friends (other) 0.0694 ⁎⁎⁎ 0.0068
College friends (other) 0.1590 ⁎ 0.1553 °

Coach followers (original) −0.0992 −0.0807
Recruit followers (original)

College followers (original)
−0.1970 ⁎⁎ −0.0566
−0.0988

Coach followers (other) 0.3122 ⁎⁎⁎ 0.3073 ⁎⁎⁎

Recruit followers (other) 0.0902 ⁎⁎⁎ 0.0844 ⁎⁎

College followers (other) 0.2368 ° 0.1235
Total committed 0.0784 ⁎⁎⁎

Total decommitted −0.0371 ⁎⁎⁎

Pseudo R-Squared 0.1326 0.1516 0.1687 0.1400 0.1715

° p < 0.1.
⁎ p < 0.05.
⁎⁎ p < 0.01.
⁎⁎⁎ p < 0.001.

2 More detailed descriptions of each method can be found in textbook [41]
and online resources for machine learning (e.g., [40]).
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Logistic regression is generalized linear model that estimates the
probability of a binary outcome based on one or more independent
predictors, and can be used as a classifier by setting a decision rule. This
method offers the advantages of fast training time and interpretability,
and is suitable for problems where a linear relationship between the
predictors and log odds can be assumed. Because logistic regression is
sensitive to multicollinearity, we conduct feature selection using a lasso
regression with L1 penalty (C=0.1). After removing the extraneous
features, we compare logistic regression without regularization to the
other classifiers.

A decision tree represents classification problems as a series of binary
decision nodes, each testing the value of a given feature (e.g., prior
decommitment= 1) and resulting in two branches (True/False).
Branches may yield additional decision nodes or class-labeled “leaves.”
The CART decision tree algorithm works top-down to determine the
“best” split based on a specified metric. Using a grid search, we select
entropy as the split criterion, and the maximum number of features
considered was set to n features_ . Because this method can be vul-
nerable to overfitting, we set the maximum tree depth to 5 levels. Like
logistic regression, a decision tree has the advantages of fast training
and interpretability. It can output both class labels and probabilities,
and performs well in situations where data is not linearly separable.

A support vector machine (SVM) determines the optimal hyperplane
to separate instances of one class from other class(es) by as large a
margin as possible. SVM may construct linear or non-linear hyperplanes
depending on the specified “kernel.” This feature enables SVM to suc-
ceed in situations where linearity cannot be assumed. Based on a grid
search, we use a radial basis function kernel with a penalty weight of 1.
SVM classifiers generally take longer to train than a logistic regression
or decision tree model. To avoid overfitting and accelerate training
speed, we apply univariate feature selection (based on an ANOVA F-test
of each feature). This process reduces the size of the baseline model
from 45 to 29 features. Unlike the logistic regression and decision tree
models, SVM is “black box” process that does not tend to be easily in-
terpretable and does not directly yield probability estimates.

An artificial neural network (ANN) consists of neurons (nodes) and
synapses (connections). Each layer takes input from its predecessors,
transforms the input via a transfer function, and provides output to be
used by the next layer. The ANN is trained iteratively by adjusting each
neuron's weight via back-propagation and does not require feature se-
lection. Based on a grid search, we select the hyperbolic tangent func-
tion as the transfer function between the layers, with the Adam algo-
rithm for weight optimization. This method is well-suited to complex,
non-linear classification problems but requires large amounts of
training data and tends to have longer training times. Like SVM, it is a
“black box” process.

Combining the output of multiple decision trees, a random forest is a
type of ensemble learning method. Class labels are assigned based upon
the “votes” of the individual trees. Using a grid search, we determine an
ensemble size of 35 trees. This method attempts to correct for over-
fitting via randomization; each tree is trained on a random subset of the
training data, and the decision nodes are based on a random subset of
features. Because of this, it is not necessary to specify the maximum
depth of the tree. For each individual tree, splits were based upon en-
tropy, with consideration of all features. Generally, a random forest
provides higher accuracy and more generalizability than a single de-
cision tree. Like the logistic regression and decision tree models,
random forest is highly interpretable and can output both binary class
labels and predicted probabilities (average of probabilities from each
tree).

6.2. Performance evaluation

To assess the performance of different classification algorithms and
models, we use stratified Monte Carlo cross-validation. For each trial,
the full data is randomly split into two equal subsets, each with the

same proportion of decommitments. We also ensure that instances
corresponding to the same athlete are kept together. Given that the
distribution of the outcome is highly unbalanced (only 5% of instances
are occurrences where the specified athlete decommitted during the
specified month), we use oversampling to decrease bias in the training
data and improve classifier performance. We create a balanced training
set (50% decommitments) by randomly copying and inserting positive
instances. The classifier is then trained on the oversampled data and
evaluated on the unaltered testing data. This process is repeated for 100
trials.

As different classification algorithms may have different posterior
probabilities, the decision rule may have a significant effect on the
proposed evaluation metrics. We explore two methods for calibrating
the classification threshold, comparing the default fixed threshold
(p=0.5) with a rate-driven threshold, where output is ranked by pre-
dicted probability and the proportion of predicted positives is de-
termined by the prevalence of the outcome in the total population [37].
We test two rates based on the proportion of decommitments in the
data. Because 5% of all athlete-month instances correspond to situa-
tions where the specified recruit decommitted during the specific
month, we begin with a 5% classification rate. We compare this to a
20% classification rate, representing the proportion of recruits that
decommitted at any time during recruitment. The latter approach is
likely to result in higher recall and a lower chance of missing potential
decommitments. SVM output is transformed to a predicted probability
using Platt scaling [38].

We evaluate the performance of each classifier and model based on
standard metrics: precision (ratio of true positives to predicted positive
instances), recall (ratio of true positives to actual positive instances),
and F1 score (harmonic mean of precision and recall). We also measure
area under the receiver operating characteristic curve (AUC). The re-
ceiver operator characteristic curve (ROC) plots the false positive rate
of a classifier against the true positive rate. Thus, an AUC score of 0.5
corresponds to a random classifier, where false positives and true po-
sitives are equally likely, while a score of 1.0 represents a perfect
classifier. Because decommitments are fairly rare, balanced metrics like
AUC and F1 score are more appropriate for assessing the predictive
power than accuracy (sum of true positives and true negatives divided
by total instances).

Because we seek to predict whether a specific athlete will predict
during a specific month, it is possible that some errors results from si-
tuations where a model correctly predicts that an athlete is in danger of
decommitting, but during the wrong month. In the context of athletic
recruiting, early warnings are likely to be a welcome result, giving
coaches more time to salvage a vulnerable commitment or recruit a
replacement athlete. Similarly, early warning of an employee's turnover
intention can give a manager valuable lead time to compose a counter
offer or adjust workflow. Thus, we investigate an adjusted true positive
rate, accounting for early warnings, in comparison to the standard
definition, referring to instances where the classifier predicts a de-
commitment and the athlete decommitted during the next month.

6.3. Predictive performance

In this section, we examine the fitted logistic regression models,
present the results of the initial test of different classification algo-
rithms, and compare the predictive performance of models in-
corporating Twitter data with the baseline model.

6.3.1. Comparison of classification algorithms
Table 4 displays the average performance of each classifier over 100

trials using the baseline recruiting features. For each classifier, prob-
abilistic output was transformed into a binary prediction using three
different decision rules: a fixed probability threshold of 0.5 (FT), a rate-
driven threshold where the top 5% of instances ranked by predicted
probability were classified as decommitments (RD5), and a rate-driven
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threshold of 20% (RD20).
These results indicate that, given the same data and initial set of

features, random forest achieves the highest performance. Using the
fixed threshold of 0.5, random forest has the highest AUC score, out-
performing the other methods by 9.8% on average. This represents a
significant difference compared to the other methods (p=0.006 for
logistic, p=5.41×10−31 for decision tree, p=1.98× 10−39 for
SVM, and p=2.24×10−76 ANN). Random forest also has the highest
F1 score and the second-highest precision and recall. Logistic regression
is the second-best performer, achieving the top recall score and second-
highest AUC. For both of the rate-driven thresholds (top 5% and top
20%), random forest has the highest scores across the board, while the
logistic classifier has the second-highest.

We speculate that the data may not be well-suited to SVM because
of the relatively small number of features. In addition, not all of the
proposed features are equally useful (discussed in Section 4.1), which
can negatively affect the performance of the decision tree classifier.
Ultimately, the size of our dataset may not be large enough to support
ANN. While random forest has the best overall performance in this
preliminary test, logistic regression has the advantage of being easily
interpreted, which is paramount in real-world sports applications. In-
terpretability is also useful when comparing results with previous stu-
dies on HR turnover. Based on this preliminary test, we present results
of random forest and logistic classifiers for the remainder of the paper.

6.3.2. Value added by social media data
We compare the predictive performance of the baseline model

containing only recruiting and institutional data (Model 0) with models
incorporating Twitter data (Models 1–4). Fig. 2 displays the average
predictive performance of the logistic and random forest classifiers over
100 random trials, using the default classification threshold of 0.5.

For the random forest classifier, models 1, 2, 3, and 4 dominate the
baseline in terms of AUC, precision, and F1 score. For the logistic
classifier, the models incorporating Twitter data dominate the baseline
across all metrics. These results demonstrate that incorporating Twitter
data improves predictive performance. Among the individual sets of
online social network features, Model 2-tracking in-links from coaches,
recruits, and current college football players-demonstrates the largest
performance increase relative to the baseline. For the random forest
classifier, Model 2 achieves a 2.2% increase in AUC, 9.2% increase in
precision, 1.9% increase in recall, and 7.9% increase in F1 score over

the baseline. For the logistic classifier, Model 2 achieves gains of 3.7%,
14.4%, 2.5%, and 12.5%, respectively. Model 1, tracking out-links, also
outperforms the baseline for both classification algorithms. Model 3,
with features tracking decommitment diffusion, fails to achieve sig-
nificant improvements over the baseline. These results indicate that
features focusing on Twitter network structure add more value to de-
commitment predictions than those related to diffusion and social in-
fluence.

Ultimately, Model 4 is the top performer. For the random forest
classifier, Model 4 achieves a 2.2% improvement in AUC, 17.3% im-
provement in precision, and 13.3% improvement in F1 score over the
baseline with only recruiting and institutional data. For the logistic
classifier, Model 4 achieves a 4% improvement in AUC, 19.5% im-
provement in precision, 0.8% improvement in recall, and 16.4% im-
provement in F1 score. These results suggest that a combination of
features measuring different aspects of online social network structure
is more useful for predicting decommitments than any individual set of
features.

6.3.3. Evaluation of early predictions
Because we use data up to a given month to predict whether an

athlete will decommit during the next month, some false positives are
the result of predicting a decommitment too early. For example, Model
4 predicted that Kevin Harmon, a wide receiver committed to the
University of South Carolina, would decommit in November when in
fact he decommitted in December. Thus, simply evaluating the pre-
dictions based on decommitments in the next month may actually un-
derestimate the true utility of our models. Table 5 presents the results of
evaluating the random forest and logistic classifiers based on two de-
finitions of true positive. First, instances where the classifier predicts a
decommitment and the athlete decommitted during the next month
(m+ 1). Second, instances where the classifier predicts a decommit-
ment and the athlete decommitted during any future month (m+ n).

Treating early predictions as true positives yields notable increases
across all metrics. For Model 4 and the random forest classifier, AUC,
precision, recall, and F1 score increase 10.8%, 92.6%, 22.2%, and
72.7%, respectively. The logistic classifier achieves a 13.6% increase in
AUC, 131% increase in precision, 25.6% increase in recall, and 101.1%
increase in F1 score.

7. Example application to recruiting decision support

In addition to demonstrating the utility of online social network
features for predicting turnover, we seek to provide practical decision
support for recruiters. In Table 6, we produce a sample report for the
University of Utah, tracking each committed recruit's predicted prob-
ability of decommitment calculated by the logistic classifier as of No-
vember 1, 2015. Because of the large effect of head coaching change on
the predicted odds of decommitment, we selected a program with a
stable coaching staff during the 2015–2016 season.

According to Model 4 (which combines both recruiting and Twitter
date), Micah Croom, Jay Griffin, Devontae Henry-Cole, and Lorenzo
Neal were predicted to decommit during the month of November. For
Croom, his estimated probability of decommitment was increased by
the fact that he was out-of-state commit who had not taken any visits to
Utah. Similarly, Griffin was an out-of-state commit who had not taken
any visits to Utah. He had been followed on Twitter by 5 recruits from
other schools during the month of October, and had not followed any
additional Utah coaches, current players, or recruits. Armed with the
information that both athletes had an estimated 60% chance of de-
committing in the next month, it would not be unreasonable for a coach
to conclude that they were “lost causes,” and turn the attention of his
recruiting staff toward securing replacement players. While Croom did
not decommit in November as predicted, he did decommit in December,
signing with Dartmouth. Griffin decommitted in November, eventually
signing with New Mexico.

Table 4
Comparison of classifier performance (baseline features).

AUC Precision Recall F1

Rule Method Mean SD Mean SD Mean SD Mean SD

FT Logistic 0.686 0.016 0.116 0.014 0.646 0.063 0.196 0.018
Decision
tree

0.636 0.032 0.094 0.017 0.615 0.132 0.160 0.022

SVM 0.631 0.027 0.130 0.020 0.416 0.058 0.197 0.026
ANN 0.594 0.016 0.189 0.035 0.251 0.048 0.211 0.024
Random
forest

0.697 0.030 0.131 0.027 0.640 0.096 0.215 0.033

RD5 Logistic 0.598 0.031 0.230 0.034 0.243 0.082 0.229 0.040
Decision
tree

0.551 0.030 0.154 0.048 0.147 0.085 0.141 0.048

SVM 0.571 0.029 0.180 0.033 0.191 0.077 0.179 0.040
ANN 0.582 0.025 0.202 0.032 0.212 0.071 0.200 0.034
Random
forest

0.602 0.038 0.235 0.034 0.250 0.095 0.234 0.047

RD20 Logistic 0.667 0.031 0.133 0.021 0.544 0.127 0.210 0.024
Decision
tree

0.614 0.043 0.114 0.023 0.425 0.176 0.171 0.032

SVM 0.640 0.040 0.119 0.018 0.493 0.147 0.188 0.024
ANN 0.648 0.029 0.124 0.018 0.509 0.128 0.195 0.021
Random
forest

0.688 0.042 0.142 0.022 0.583 0.143 0.224 0.028
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The results of the probabilistic classifier can provide coaches with
nuanced information to shape recruiting and retention strategies.
Henry-Cole and Neal's predicted probabilities of decommitting in
November were lower than Croom and Griffin's. In this situation, a
coach might decide to hedge his bets, simultaneously taking actions to
salvage the relationship and discreetly pursuing other athletes. Neal
decommitted in November and signed with Purdue.

A coach could also use a report like this to note recruits who are not
expected to decommit in the next month, but whose probability is still
relatively high. For example, our model predicts that Demari Simpkins
and Ohaji Hawkins had almost a 50% chance of decommitting. Hawkins
eventually decommitted in February, signing with Eastern Michigan.
Information about which recruits may be on the cusp of decommitting
could enable a coach to take action to strengthen the commitment, such
as increasing communication and/or visiting the recruit. A risk-averse
coach might be concerned by Alema Pilimai, Daevon Vigilant, and Kahi
Neves, each of whom was predicted to have a>20% chance of de-
commitment. Indeed, all three athletes decommitted later. While this
example uses a default 50% fixed classification threshold, coaches
could adjust this figure as desired, and we present other possible de-
cision rules in Section 6.2.

Ultimately, the threshold at which a coach determines a commit-
ment to be vulnerable may depend on his individual preferences or on
other factors, such as the value of the recruit, playing position, re-
maining time until National Signing Day, or personal communications.
This report is intended to illustrate how our model, incorporating both

recruiting and Twitter data to predict decommitments over time, may
assist coaches in shaping recruiting strategies during this process. In
application, data could be gathered to produce new predictions on a bi-
weekly or weekly basis, giving recruiters up-to-date information.
Furthermore, our model could also be used by coaches to monitor
changes in athletes' predicted probability of decommitment over time,
paying special attention to large increases over the course of one or
more months.

8. Discussion and conclusions

This study represents a novel addition to literature on organiza-
tional turnover, investigating the application of established predictors
of personnel turnover to the athletic domain. Specifically, our results
support the importance of satisfaction and perceived alternatives. In the
fitted logistic regression significant predictors of decommitment in-
clude, features representing the costs and benefits of enrollment at the
original commitment school in comparison to other schools that have
offered scholarships. However, we find mixed evidence for the effec-
tiveness of athletes' personal characteristics in predicting decommit-
ments. Only the feature tracking past decommitments was significant.
This may be due to our focus on predicting decommitments over time,
where static features like star rating or height may be less useful.

We also explore the value of social network features. Our work takes
a unique approach to exploring the intersection between networks and
turnover by utilizing Twitter data. Though one's online connections are
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Fig. 2. Comparative model performance (logistic= gray, random forest= black).

Table 5
Performance of early predictions (Model 4).

AUC Precision Recall F1

Method Period AUC SD Mean SD Mean SD Mean SD

Logistic m+1 0.713 0.016 0.139 0.015 0.651 0.047 0.228 0.019
m+n 0.810 0.014 0.321 0.036 0.817 0.038 0.460 0.033

Random forest m+1 0.712 0.026 0.154 0.026 0.621 0.091 0.244 0.029
m+n 0.790 0.025 0.297 0.049 0.759 0.095 0.421 0.041
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an imperfect proxy for offline social ties, we find that-after considering
personal, organizational, and environmental factors-online social net-
work features had a significant impact on the odds of decommitment.
Furthermore, the addition of Twitter data improved the fit of the lo-
gistic regression, increasing the pseudo R-squared by 29%. This result is
consistent with previous research on offline, workplace social networks
(e.g., [19]). Overall, our results were consistent with the turnover fra-
mework, suggesting that the findings of this work may be generalizable
to other organizational settings.

After constructing explanatory models to better understand the ef-
fect of different features on athletes' decommitment decisions, we
predict the occurrence of decommitments over time. Because different
classification approaches are suited to different types of problems, we
first compare the performance of five different algorithms on the same
data, using the same set of baseline features derived from recruiting and
institutional data. Experiments with different classification thresholds
(p=0.5, top 5%, and top 20%), reveal that random forest achieves the
best overall performance, with logistic regression as a close second. In
other words, both algorithms are well-suited to the data, with random
forest offering slightly more predictive power, while logistic has the
advantages of greater simplicity and interpretability.

Our results indicate that Twitter data consistently added value to
predictive models. Among the three groups of network features ex-
plored, we find those focusing on out-links and in-links (Models 1 and
2) contribute more to predictive performance for both the random
forest and logistic classifiers than those based on network diffusion.
Thus, the effect of turnover contagion [25] was not supported in our
application to athletic decommitments. However, a more detailed
analysis may yield different results. Specifically, focusing on the be-
havior of athletes committed to the same school or differentiating by tie
strength may be useful for exploring the question of decommitment
diffusion in future work. Model 4, which combines features related to
different aspects of the athlete's Twitter network, was the highest per-
former. For the random forest classifier, Model 4 achieves an AUC score
of 0.713, a 2.2% over the baseline with only recruiting and institutional
data. Interestingly, as more Twitter data is added, the performance gap
between the random forest and logistic classifiers narrows. The logistic
classifier also achieves an AUC of 0.713, a 4% improvement over the
baseline. These results suggest that a combination of features measuring
different aspects of online social network structure is more useful for
predicting decommitments than any individual set of features. Our
findings are especially significant in light of the prohibitive cost of
tracking offline social networks. Network data may be easily retrieved
from social media sites like Twitter, offering more opportunities to
perform large-scale, holistic analyses.

We note potential limitations of this work. First, the accuracy of the
recruiting data in the study is dependent on its source. 247Sports.com

incorporates both user-supplied data and expert data, which we believe
makes it both a comprehensive and up-to-date source of recruiting in-
formation. Second, we use data on decommitments among a single
recruiting class during the final months of recruitment. It is possible
that predicting earlier decommitments or other recruiting classes may
yield different results. Third, the scope of this project is limited to
athletes with public Twitter profiles and may not be generalizable to
athletes without a social media presence (though that situation has
become even rarer over past two years). Fourth, this project utilizes
only publicly available data. We contend that this is a strength because
our methods can be implemented and replicated by other academic
researchers or industry practitioners. However, there are certainly other
factors that may influence decommitments that are not represented in
our data, such as academic performance or private correspondence
between athletes and coaches. Nevertheless, our models achieve rea-
sonable performance without such features. In a realistic application to
athletic recruiting, coaches are more likely to possess additional data
which can be added to our models and improve decommitment pre-
dictions. Finally, as this is not an experimental study, no causality can
be inferred from our results. While our findings are largely consistent
with existing frameworks of turnover and social network theories, we
cannot state that specific variables cause decommitments.

There are several interesting directions for future work. This study
focuses specifically on structural features (in-links and out-links), but
social media is a rich source of data that can be further explored.
Analysis of an athlete's actions online, including replying and re-
tweeting, may provide more nuanced information about the strength of
his social network ties, and text data derived from tweets may give
insight into the athlete's satisfaction with his current school and de-
commitment intentions. Further analysis of centrality, connectivity, and
community structure in the online network could be fruitful.

Overall, this work represents both a promising first step in pre-
dicting decommitments in college football, and using online social
network data to explain and predict turnover in other organizational
settings. Our findings suggest that recruiters in college football, HR, or
other domains, could benefit from considering the information com-
municated by candidates' online social networks.
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Table 6
Predicted probability of decommitment for University of Utah (November 2015).

Name Star Position Commit date P(Decommit) Decommit Month

Micah Croom 3 Safety 12/21/14 0.612 December
Jay Griffin 3 Wide receiver 6/29/15 0.598 November
Devontae Henry-Cole 3 Running back 7/11/15 0.557 –
Lorenzo Neal 3 Defensive tackle 8/10/15 0.553 November
Demari Simpkins 3 Wide receiver 8/2/15 0.497 –
Ohaji Hawkins 3 Safety 8/30/15 0.435 February
Alema Pilimai 3 Athlete 10/1/2015 0.391 February
Daevon Vigilant 3 Running back 6/26/15 0.348 January
Kahi Neves 3 Quarterback 10/6/14 0.271 December
Tucker Scott 3 Offensive tackle 3/30/15 0.166 –
Cole Fotheringham 3 Tight end 7/6/15 0.159 –
RJ Hubert 3 Wide receiver 10/1/2015 0.152 –
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Appendix A. Grid search parameters

Table A.7 details which parameters were selected during a grid search, using area under the receiver operating characteristic curve (AUC) as the
scoring function.

Table A.7
Range of grid search values for classifier parameters.

Method Parameter Range of values

Logistic Regularization penalty L1, L2
Regularization weight 0.001–0.5, in increments of 0.1; 0.5–2.5, in increments of 0.5

Decision Criterion Gini, entropy
Tree Max features n features_ , log2n_features, none

Max depth 5–50, in increments of 5; 50–250, in increments of 50
SVM Kernel Linear, polynomial, radial basis function, sigmoid

Error penalty 0.001–0.5, in increments of 0.1; 0.5–2.5, in increments of 0.5
ANN Transfer function Logistic, hyperbolic tangent, rectified linear unit, identity

Weight optimization Adam, L-BFGS, stochastic gradient descent
Random Ensemble size 5–50, in increments of 5; 50–250, with increments of 50
Forest Criterion Gini, entropy

Max features n features_ , log2n_features
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