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This paper presents an account of the impact that research synthesis methods, in the form of psychometric meta-analysis, has had on industrial/organizational (I/O) psychology. This paper outlines the central contributions of psychometric meta-analysis in providing a method for developing cumulative knowledge. First, this paper describes the concerns and the state of the field before the development of meta-analytic methods. Second, the paper explains how meta-analysis addressed these concerns. Third, the paper details the development of psychometric meta-analysis through VG research and describes how the use of psychometric meta-analysis spread to other topic areas in the field. Finally, the paper presents illustrative example literatures, such as training and leadership, where meta-analysis had crucial impacts. Copyright © 2011 John Wiley & Sons, Ltd.
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Introduction

Research synthesis methods, first in the form of validity generalization (VG) and later psychometric meta-analysis, have had a broad impact in the field of industrial–organizational (I/O) psychology and the related disciplines of human resources management (HRM) and organizational behavior (OB). The development of research synthesis methods that simultaneously correct for the distorting effects of both sampling error and measurement error, and sometimes other research artifacts, radically altered these research fields. Major changes in theoretical paradigms, theory development and testing, and the empirical practices of researchers and practitioners have come about as a result.

VG is a particular type of psychometric meta-analysis conducted to determine whether a particular psychological construct, test, or measure has validity in predicting job performance regardless of situation or setting. This question is important to employers for economic and legal reasons (Schmidt and Hunter, 1998). Psychometric meta-analysis grew out of VG research and has proven to be the most effective tool developed in the I/O field to conduct research synthesis. Most forms of meta-analysis take into account, and correct for, only the effects of sampling error on research findings. Psychometric meta-analysis is a form of meta-analysis that simultaneously corrects both for sampling error and for measurement error. Sampling error is the random deviation of a sample from the properties of the population it is intended to represent; as such it creates random variation in results. Measurement error is the random deviation of the observed score or measure from the true value it is intended to measure. The main effect of measurement error is to bias the size of observed effects and relationships downward. Sampling error and measurement error are present in all real-world data...
sets and both create distortions in research results that need to be corrected to reveal the real meaning of the data.

Psychometric meta-analysis methods are based on the random effects model rather than the fixed-effects model (cf. Hunter and Schmidt, 2004; Schmidt et al., 2009). The procedures estimate the amount of between-study variability of effect sizes that is due to sampling error variance and variance due to study differences in (a) measurement error, (b) restrictions in the range of the observed values, and (c) other research artifacts (e.g. dichotomization of continuous measures). (A research artifact is any methodological property of the study that distorts research results.) Any remaining variability in study outcomes is viewed as being potentially due to moderators (interactions between study properties and study results) and there are attempts to identify these moderators (usually via sub-grouping of studies into groups homogeneous on hypothesized moderators). At this point, the model becomes a mixed effects model if the moderators account for all the remaining variance (Overton, 1998). Otherwise, the model remains a random effects model.

A number of statistics are usually reported; those on which the most important interpretations are based are: (a) the mean of the correlational or \( d \) effect size values (after correction for measurement error and other research artifacts) that estimate the mean population parameter; (b) the estimated standard deviation (SD) of these population parameters (independent of sampling error, measurement error, etc.); (c) credibility intervals about these means based on the SD in (b); and (d) confidence intervals around the mean corrected values. Credibility intervals are most relevant when researchers are interested in the distribution of population parameters. For example, an 80% credibility interval around the estimated population mean indicates the bounds within which 80% of the (variable) study population effect size values (population parameters) are estimated to lie. A set of computer programs is widely used to implement these procedures (Schmidt and Le, 2004).

In the remaining sections of this paper, we first describe the pessimism about prospects for progress that characterized the field in the years before the introduction of psychometric meta-analysis. The second section then details the development of psychometric meta-analysis and its first application in VG. The final section examines the changes in research areas beyond VG of employee selection methods in the wider field since the introduction and adoption of psychometric meta-analysis as the primary method of research synthesis.

The state of the field before meta-analysis

The two major conceptual components in I/O psychology in the 1970s that would change radically with the development of VG and the subsequent adoption of meta-analysis in the field were the theory of situational specificity and pessimism regarding the hope for cumulative knowledge. Researchers mourned their seemingly fundamental inability to create replicable results: different studies produced different results, both in terms of statistical significance and the size of relationships. It was difficult for researchers in I/O psychology to answer basic questions important to social programs and policy, such as whether employee training programs were effective or whether various tests were useful in classifying and placing individuals for employment (Burke, 1984; Schmidt, 1992).

Situational specificity was a theory or belief held in I/O psychology from about 1925 and into the 1970s that postulated that the predictive validity of personnel selection procedures was situation-specific (Ghiselli, 1966; Schmidt and Hunter, 1984). Predictive validity is defined as the ability of a personnel selection test or other selection procedure to predict later performance on the job and is assessed via the correlation between the test and later job performance. The situational specificity theory held that variation in observed validities across settings was caused by subtle differences in the nature of job performance in different settings. This meant that apparently identical jobs in two different businesses or two different organizations would be characterized by location-based differences that altered the validity of employment tests used in those locations. Moreover, these differences in jobs were believed to be difficult or impossible to detect via job analysis or other systematic means.

Belief in situational specificity created a fundamental instability in selection and hiring practices and required expensive local validation studies in each setting or organization. As Murphy and Newman (2003) noted, ‘Prior to 1977, personnel selection systems were something like a vintage automobile. They were custom built from the ground up, relying on procedures that consumed lots of time and energy, and nobody was sure they would really work’ (p. 409). There was little or no recognition of the role of sampling error in producing variable results across small studies. Because of limited statistical sophistication, researchers at the time lacked an understanding of how large sampling errors could be in small studies. They also failed to appreciate the variability in results produced by variation across studies in measurement error and range restrictions on the measures used to estimate the validity coefficients.

The problem posed by situational specificity in employment testing was related to a larger trend in social science research: studies commissioned to examine the efficacy of various social programs, situational interventions, and other applications of economics, sociology, and psychology showed unexpected variability in effectiveness; they were effective in some studies and settings but not others. This instability had multiple
effects on I/O psychology and social science research in general. First, and most pervasively, it led to a cycle of pessimism. On any particular question or topic, individual researchers would conduct studies with relatively small samples and find conflicting answers about effect sizes and statistical significance for similar studies. Qualitative narrative reviews that examined the studies would fail to come to meaningful conclusions and would usually suggest that a search for moderators might explain the variability in findings. No study or review was able to create a simple explanation or cumulative body of knowledge describing the effects and findings of a particular research program. At this point, researchers would often move on to a new topic, only to repeat the cycle of conflicting findings for effect sizes and statistical significance. As described by Schmidt (1992), many in the social sciences came to believe that cumulative knowledge was hopeless. Cronbach (1975), a famous research methodologist, explicitly stated that he believed that cumulative knowledge was impossible in psychology and the social sciences. The variation in findings also led to a search for moderator effects both in validity studies and across a variety of topics in applied psychology (Berdie, 1961; Frederiksen and Gilbert, 1960; Frederiksen and Melville, 1954; Ghiselli, 1956; Grooms and Endler, 1960; Saunders, 1956). The failure of such moderator research to clarify matters added to the pessimism in the field, creating a sense that social science may lack the capacity to carve nature at its joints.

A major contributor to the apparent variability in studies was the widespread use of statistical significance tests. Starting with Fisher’s (1923) development of the technique, significance testing had been used as the dominant data analysis procedure in the field. As an example of one major problem created by such usage, Oakes (1986) showed that researchers endorsed the false decision rule that if the statistic, such as the t-statistic or F-statistic, is not significant, there is no relationship between the variables being studied. The predominant mode of significance testing ignored Type II or beta errors (the failure to find a true effect when one exists). Studies based on small samples are prone to low statistical power (Cohen, 1962, 1988, 1990), making Type II or beta errors common. In many research literatures, statistical power averaged about 50%, resulting in maximally conflicting findings: half the studies reported finding a relationship and half reported finding no relationship (Schmidt, 1996; Schmidt and Hunter, 1997).

Meta-analysis in VG research

The adoption of research synthesis in the form of psychometric meta-analysis through the channel of VG psychology from the late 1970s onward and produced important ramifications for how future research was to be conducted and how individual studies were viewed. Meta-analysis has allowed researchers to demonstrate generalizable results across situations for relationships between variables and to identify replicable moderators, and has revealed other information that was obscured, distorted or unclear in the previous primary studies. Schmidt and Hunter (2003) described the development of the methods that demonstrated that differences in the validities of occupational aptitude tests across occupations and jobs were largely due to sampling error and other research artifacts. Studies such as Schmidt et al. (1979), Hunter and Hunter (1984), Pearlman et al. (1980), and Pearlman (1982) applied these procedures to tests used in hiring for a wide variety of occupations. Hunter and Hunter’s (1984) research program on validity coefficients of the U.S. Department of Labor’s General Aptitude Test Battery (GATB) provides an example. The 425 validity studies used in this analysis showed substantial variation in validity coefficients, but meta-analysis of these studies demonstrated that most of this variation was due to sampling error. In addition, corrections for measurement error in the job performance measure and for range restriction on test scores showed that mean levels of validity were much higher than previously realized. Schmidt (1992) provides a list of other meta-analyses where large amounts of observed variability were mostly or completely attributable to sampling error. This research provided powerful disconfirming evidence for the theory of situational specificity. The impact of psychometric meta-analysis continued into the 1980s, the 1990s and later, creating important restructurings of basic theories and beliefs in I/O psychology and related disciplines in a variety of topic areas, as discussed later.

The illustration presented in Schmidt (2010) is a simple concrete example of psychometric meta-analysis. This data set consisted of 16 validity studies of a clerical test conducted in different organizations. Sample sizes varied from 30 to 323. Observed validities varied from 0.02 to 0.39; the mean was 0.20 and the SD of validities was 0.08. Only half were statistically significant (p<0.05). Taken at face value, these data were highly variable and defied any simple interpretation. Application of psychometric meta-analysis showed that 98% of this variability was due to sampling error. After corrections for sampling error and measurement error, the final meta-analytic results showed a distribution with a mean of 0.32 and a SD of only 0.01. These results showed that the apparent complexity of results was artifactual and that the reality underlying the apparent complexity was quite simple and parsimonious.

VG research was soon extended to other procedures for predicting job performance such as employment interviews and assessment centers (a standardized evaluation of employees based on multiple raters or assessments such as role playing, case studies, and psychological test batteries). The predictive validity of these procedures was also shown to be consistent across times and situations rather than situation specific. Also,
other researchers contributed to the credibility of VG measures when they developed alternate statistical and mathematical models to estimate meta-analytic correlation coefficients and produced the same results and conclusions (Callender and Osburn, 1980; Raju and Burke, 1983). Outside of the I/O psychology field, Hedges and Olkin (1985) developed a model for meta-analytic analysis of correlations, although these methods typically did not include corrections for measurement error and other artifacts that distort research findings.

Hunter and Hirsh (1987) reviewed meta-analyses completed from the time of the development of the original VG procedure by Schmidt and Hunter (1977) in 1977 up to 1987, and noted that over 200 meta-analyses examining the relationship between selection procedures and job performance had been completed by that time. These meta-analyses examined a wide variety of job performance predictors, including biographical data, personality, reference checks, education, interviews, traditional training and experience evaluations, college GPA, interest, and age. In many of these meta-analyses, there was variability that sampling error, measurement error, and range restriction could not account for, suggesting the possibility of moderators of effect (variables that affect the size of the relationship between job performance and the independent variables studied). In the case of employment interviews, this finding led to some of the first studies of interview structure (degree of standardization of questions asked and scoring of answers) as a moderator for the effectiveness of interviews (McDaniel et al., 1984; Wiesner and Cronshaw, 1988). This is an example of what has become a common theme: meta-analytic results opened doors for new directions in research.

The first examples of VG also demonstrated the power of general cognitive ability (GCA; intelligence in lay terms) as a predictor of job performance across situations and job types (Schmidt et al., 1979, 1986), a finding that would have a major impact on the field and establish GCA as perhaps the central construct in I/O psychology. GCA, a construct originally defined by Spearman (1904), has been shown to correlate with a broad variety of behaviors and performances, from matters such as the likelihood of committing a crime, to maintenance of one’s physical health to more mundane tasks such as the ability to read a bus schedule (Gottfredson, 1997; Lubinski and Humphreys, 1997). Hunter and Hunter’s (1984) work with the GATB test provided the first meta-analytic evidence that GCA was a highly valid predictor of job performance for all jobs. The latest and most technically accurate meta-analysis indicates that GCA validity varies from 0.74 for the most mentally demanding jobs to 0.39 for unskilled jobs (Hunter et al., 2006). A number of later primary and meta-analytic studies demonstrated that GCA was also a predictor of occupational status, income, job performance, and rate of career advancement (cf. Hunter and Schmidt, 2004). GCA continues to be studied as a predictor of educational and occupational attainment (Judge et al., 2010a), health outcomes (Judge et al., 2010b), and turnover (Maltarich et al., 2010), among other life outcomes.

### Expansions in VG research

Work on VG research continued to expand in the 1990s. The Hunter and Schmidt (1990) meta-analysis book followed their earlier book (Hunter et al., 1982) and explicated the principles and methods of psychometric meta-analysis in more detail for researchers. Two major meta-analytic findings from this decade were Barrick and Mount (1991), which demonstrated the generalized predictive validity of personality assessments, and Ones, Viswesvaran, & Schmidt (Ones et al., 1993), which demonstrated the generalizable predictive validity of integrity tests, a type of psychological assessment designed to measure a potential employee’s honesty, reliability, trustworthiness, and dependability. Barrick and Mount’s (1991) study was important in a number of ways. Rothstein (2003) cited the Barrick and Mount (1991) study as reinvigorating personality research in I/O psychology and creating a ‘systematic program of research designed to further examine the role of personality in job performance’ (p.129). As of this writing, the Barrick and Mount (1991) study has been cited 2823 times. Both meta-analyses overturned a fundamental and widely accepted conclusion based on traditional narrative reviews—namely, that personality measures did not predict job performance (Ghiselli, 1973; Guion and Gottier, 1965). The development of the Five-factor model (FFM) of personality (Goldberg, 1993) provided a framework that allowed Barrick and Mount (1991) to use meta-analysis to demonstrate a generalizable relationship between the trait of conscientiousness and job performance across all types of jobs and to demonstrate the utility of the traits of agreeableness and extraversion in work with crucial interpersonal components such as sales and management.

Importantly, Barrick and Mount (2003) noted that their 1991 meta-analysis stimulated later research on the proximal motivational mechanisms that connected personality to distal performance (Barrick et al., 1993). For example, they showed that the impact of conscientiousness on job performance was mediated by work-related goal setting. This typifies a fundamental impact of meta-analytic research: the creation of new, theoretically driven research advances based on the big-picture conclusions that can be drawn from meta-analysis. Because of these developments, Guion (1998) observed that ‘Meta-analyses have provided

---

Note: This is a negative relationship such that individuals with higher GCA are less likely to engage in voluntary turnover.
The practical applications of VG

The largest single practical application of VG was built around the U.S. Department of Labor’s GATB. This research was sponsored by the U.S. Department of Labor in the 1980s. The GATB program was designed as a large-scale VG project meant to demonstrate the generalized validity of the GATB in predicting job performance across the approximately 12,000 jobs in the Department of Labor’s Dictionary of Occupational Titles (DOT; 1977). John Hunter of Michigan State began work on this project in 1980 and produced four technical reports for the Department of Labor (Hunter, 1983a,b,c,d), as well as a journal publication of the basic GATB VG results (Hunter and Hunter, 1984). The GATB applicant referral program, which allowed job seekers to take the GATB and send their results to potential employers, was initially introduced in North Carolina but was quickly offered nationwide and ultimately adopted in 42 states with hundreds of thousands of applicants tested and referred to employers every year (Schmidt and Hunter, 2003). Both small firms and Fortune 500 companies took advantage of the program (Madigan et al., 1986). Some companies conducted their own studies and found that employees selected through the VG program demonstrated better job performance, higher training performance, less absenteeism, and fewer accidents compared with employees selected through other means (Mckinney, 1984). Because the GATB employment referral program was only a referral service, organizations could use additional selection procedures beyond those in the GATB program in making final hiring decisions. The program was free to employers and applicants alike and proved that research results from VG could have wide applicability and practical, useful results for employers and workers.

After several years, the GATB program’s use of separate test norms for whites, blacks, and Hispanics became controversial. This technique had been introduced by the Department of Labor to prevent adverse impact on minorities, and this use of ‘race norming’ was openly announced in materials distributed to employers and states using the program. During the Reagan Administration, the U.S. Department of Justice challenged this score adjustment component of the GATB program, claiming that it was a form of reverse racial discrimination (Schmidt and Hunter, 2003). However, a May 1989 report (Hartigan and Wigdor, 1989) from the National Research Council (an arm of the National Science Foundation) supported the entire program, both the VG aspects and the score adjustments. In 1990, Secretary of Labor Elizabeth Dole pushed for a suspension of the GATB program but was forced to withdraw her proposal due to overwhelmingly negative feedback from employers and other users of the program (Schmidt and Hunter, 2003).

The Civil Rights Act of 1991 became law in early 1992 and banned any score adjustments based on race, sex, or ethnicity. In February 1992, the Department of Labor announced that it would continue to offer the program but without score adjustments. However, Labor Secretary Elizabeth Dole unilaterally suspended the GATB VG program in the summer of 1992 because of her concern about test score differences between minorities and the majority. Nonetheless, the program had demonstrated on a national scale the utility and efficacy that grounds for optimism’ (p. 145). Combining the advances of psychometric meta-analysis with the development of the FFM for personality variables allowed for important theoretical gains to be made and created new avenues of research for I/O psychology.

The Ones et al. (1993) meta-analysis of integrity tests not only provided evidence that personality and character matter in personnel selection but also demonstrated how psychometric meta-analysis can identify unexpected utility for a selection method. While integrity tests were initially designed to predict counterproductive work behaviors (such as violence on the job and employee theft), this meta-analysis revealed that integrity tests had the ability to predict overall job performance as well as counterproductive behaviors. This led to a later conclusion in Schmidt and Hunter (1998) that a test battery consisting of an integrity test and an intelligence (GCA) test given at the time of hire provided the highest validity based on any combination of two tests for predicting later job performance. Ones et al. (2003) later also used meta-analysis to demonstrate the utility of integrity tests for predicting employee absenteeism.

VG research was conducted on other important personnel selection methods. These methods included: situational judgment tests (McDaniel et al., 2001), a type of employment test designed to predict how individuals will react to specific work situations or problems; work sample tests (Roth et al., 2008); and assessment centers (Woehr and Arthur, 2003). There has also been meta-analytic research on organizational citizenship behaviors (such as helping others at work; Organ and Ryan (1995)), counter-productive work behaviors (such as theft or violence on the job; Salgado (2002)), the relationship between organizational citizenship behaviors and counterproductive behaviors (Dalal, 2005), and absenteeism (Scott and Taylor, 1985).

Overall, a pattern developed in this time period. As new techniques, constructs, predictors, or criteria were developed or gained popularity, or as new measurement issues arose in the pre-existing selection methods, or as new theories of job performance changed the conclusions drawn about the predictive validity of selection instruments, new primary studies were conducted and meta-analysis was then used to assess the overall meaning and importance of the resulting literatures.
VG research, and consequently meta-analysis, could have. Employing organizations around the country found VG research to be useful in their hiring practices and the challenge from the Department of Justice resulted in powerful scientific support from the National Research Council. Ultimately, the GATB referral program was discontinued, not due to its foundation in meta-analysis, but due to the difficult and complex social problem of racial and ethnic group test score differences (cf. Sackett et al., 2001).

The changing professional standards that have evolved for VG in personnel selection are indicative of the impact that meta-analysis has had on the field of I/O psychology and its associated disciplines. As Sackett (2003) observed, the 1985 Standards for Educational and Psychological Testing (American Educational Research Association, 1985), a document produced jointly by the American Educational Research Association (AERA), the American Psychological Association (APA), and the National Council on Measurement in Education, acknowledges the value of meta-analysis. The Standards identifies meta-analysis both as a way to draw quantitative conclusions about a body of research as well as a tool for transporting validity to a new test situation. The 1985 standards (Standard 1.16, p. 16) gave priority to local validity studies, with meta-analytic evidence receiving a conditional status as a strategy to be used when a local validity study is not available or cannot be conducted. However, in the 1999 revision of the Standards, this position changed and meta-analytical validity evidence was given full credibility.

The 1987 Principles for the Validation and Use of Personnel Selection Tests (Society for Industrial and Organizational Psychology, Inc., 1987), published by the Society for Industrial and Organizational Psychology, focused more attention on VG than did the 1985 Standards. The Principles do not frame VG as a conditional strategy; rather, they state that researchers can rely on VG tools to the extent that adequate VG data are available. The 1987 Principles presaged the developments in the 1999 APA Standards (American Educational Research Association, American Psychological Association, & National Council on Measurement in Education, 1999), which endorsed the use of multiple of lines of support, both local validity studies and meta-analytic validity research, as a strategy to support test use. By 1999, the Standards gave primacy neither to local nor to meta-analytic validity studies. They simply indicated that the use of a local or meta-analytic validity study was acceptable, provided that the data used are appropriate to the job in question and there are no known moderators of the relationship between the selection test and job performance that could threaten conclusions about the general validity of the test.

Sackett (2003) made the current state of meta-analysis and the impact it had on standards in personnel research quite clear. The treatment of VG in the Standards and the Principles, the endorsement of the fundamental concept of VG by the National Academy of Sciences Committee on the GATB, and agreement on the fundamental underpinnings of VG in the ‘Forty Questions’ Document all attest to the high degree of acceptance of VG. (p. 109). Sackett (2003) also concluded that the psychometric meta-analysis model used in the VG research and later, general research synthesis, revolutionized thinking in I/O psychology and integrated the concepts of sampling error, measurement error, and range restriction into a compact framework that could be used to develop cumulative knowledge in the field.

Applications of meta-analysis beyond VG

In addition to the influence and success of VG, nearly every major research area in I/O psychology and related fields has undergone dramatic changes due to the application of meta-analysis. Education practices in the field have also changed. Textbooks in I/O psychology and OB now routinely cite meta-analyses rather than primary studies to summarize research results. Graduate students in these areas now typically take a course on meta-analysis or have a section of their research methods’ coursework devoted to meta-analytic procedures. Meta-analyses routinely appear in top-tier applied psychology journals such as the Journal of Applied Psychology, Personnel Psychology, and the Academy of Management Journal.

Recent meta-analyses in organizational psychology have addressed a broad range of topics across different levels of analysis. At the levels of the organization or business unit, Harter et al. (2002; 2010) and Whitman et al. (2010) demonstrated that unit-level job satisfaction and employee engagement has positive, generalized effects on business unit financial performance and customer satisfaction. Another meta-analysis showed, across 83 different organizations, the generalized positive effects on job performance of the Productivity Measurement and Enhancement System (ProMES; Pritchard et al., 2008), a performance management system designed by organizational psychologists to provide workers and employees with quick and effective feedback on their performance. Meta-analyses of team research continue to be popular, with one meta-analysis summarizing how different team work processes impact team effectiveness (LePine et al., 2008).

Footnote: The Forty Questions Document noted above is a reference to Schmidt et al. (1985), an paper in a major I/O psychology journal that describes the uses of psychometric meta-analysis and VG. The title of the work is ‘Forty questions about VG and meta-analysis’.
Other meta-analyses focus on individuals as the unit of analysis. One such study examined the relationship between job turnover and the FFM model of personality and found that Emotional Stability, one of the FFM personality traits that showed generalized predictive validity for job performance (Hurtz and Donovan, 2000), is also a generalized negative predictor of turnover (Zimmerman, 2008). Another study attempted to untangle the ambiguous causal relationship between job attitudes and job performance (Riketta, 2008). Other studies focus on multicultural and international issues. Dean et al. (2008) meta-analytically examined ethnic and gender subgroup differences in assessment center ratings to show that gender differences in ratings from these evaluations are smaller than previously thought, but that some ethnic subgroup differences are larger than previously believed. Taras et al. (2010) showed that Hofstede’s (1980) cultural value dimensions had validity in predicting (in decreasing order) individual emotions, attitudes, behaviors, and job performance.

Older examples also span a variety of topics and units of analysis. Meta-analysis of team research was popular; an example of one such meta-analysis examined the negative and positive correlates of conflict and ambiguity for members’ roles in teams (Fisher and Gitelson, 1983). Meta-analyses of leadership were also popular. An example is a meta-analytic test of Fiedler’s contingency theory of leadership, a dominant theory of leadership at the time (Peters et al., 1985). Other meta-analyses studied questions about attitudes and beliefs, such as the relatively low accuracy of self-ratings of ability and skill (Mabe and West, 1982) and the negative relationship between job satisfaction and absenteeism (Terborg et al., 1982). Other studies focused on more specific interventions and assessments, such as the small but positive effect of realistic job previews in reducing subsequent employee turnover (Premack and Wanous, 1985), the positive, generalizable validity of LSAT for predicting performance in law school (Linn and Hastings, 1983), and the limited abilities of financial analysts to predict stock growth (Coggin and Hunter, 1983). In short, researchers in organizational psychology have pursued and continue to pursue meta-analytic studies across a wide variety of subjects and continue to recognize psychometric meta-analysis as an important research tool.

Additional examples of influential meta-analyses are found in the literature on managerial training. Burke and Day’s (1986) meta-analysis on the effectiveness of managerial training prompted a subsequent stream of meta-analytic research on management training including Collins and Holton (2004), Taylor et al. (2009), and Powell and Yalcin (2010). The conclusions from these studies have repeatedly been that management training programs can be effective in nearly all situations at changing particular behaviors and for the acquisition of knowledge, particularly in the areas of time management and human relations skills. Other meta-analyses assess the results of training across a variety of organizational contexts. For example, a recent meta-analysis examined how combinations of training content, trainee attributes, and trainees’ affective reactions to a training influence the outcomes of a training program (Sitzmann et al., 2008). Other meta-analytic studies investigated the relationships among different training criteria such as behavior, learning, and performance (Alliger et al., 1997) or how trainees use their training in applied settings and share knowledge from training with others (Arthur et al., 2003). All three of these meta-analyses had powerful impacts on traditional models of learning and training in I/O psychology, resulting in updates to Kirkpatrick’s (2000) widely used model of learning, a demonstration on the effectiveness of lectures as a form of training, and reconsideration of the value of affective reactions to training.

Colquitt et al. (2000) used meta-analysis to further expand on Alliger’s (1997) work and examine how individual differences, situational factors, and job career factors influence an individual’s motivation during training and the subsequent outcomes of this motivation. Colquitt, LePine, and Noe (2000) demonstrated the importance of motivation as a critical factor in determining the efficacy of training, how individuals transfer learning from training to their work performance, and how effective they are in sharing training knowledge with others. In a more recent study on the impact of motivation, Payne et al. (2007) used meta-analytic methods to calibrate the impact of goal orientation (a psychological variable reflecting the motivation of individuals to learn versus the motivation to perform well in front of others) on training outcomes. These two meta-analyses have influenced how researchers conduct subsequent primary studies and created new opportunities for researchers to examine the role of motivation in training. In short, meta-analysis has impacted research on management training, motivation in training, and training in general by demonstrating the validity and value of training to organizations across the board.

Meta-analysis has also been used extensively in the leadership literature, a popular topic of study in I/O psychology and OB. Meta-analysis has provided some clarity on a difficult subject, as well as changing how studies were conducted in light of the findings of the meta-analyses. Judge et al. (2004) reported a relatively low relationship between GCA and leadership, noting that this relationship is weaker than expected based on earlier qualitative reviews (Bass, 1990; Kirkpatrick and Locke, 1991; Mann, 1959; Stogdill, 1948). Similar work was done demonstrating that leadership cannot be explained solely as a result of personality traits in the popular FFM framework (Judge et al., 2002). Several years later, this line of research inspired a group of researchers to consider conceptual models of positive, ‘bright-side’ and negative, ‘dark-side’ personality traits in leaders linked to leadership emergence and efficacy (Judge et al., 2009). Finally, multiple meta-analyses have been used to show the validity, uniqueness, and importance of transformational (charismatic) leadership, a specific set of leadership behaviors highly motivating to employees and a central topic of research in the leadership literature (Bono and Judge, 2004; Eagly et al., 1995, 2003; Judge et al., 2004b). The impact of meta-analysis on
the research literature is the same in I/O psychology and OB: important changes in research conclusions based on the quantitative analysis of previous studies, fundamental changes to the existing theoretical paradigms, and the development of new lines of research.

Meta-analysis, construct proliferation, and cumulative knowledge

Meta-analysis has also allowed researchers to address issues related to construct proliferation and construct validity, issues that have confounded the development of I/O psychology and its related fields, and perhaps all of psychology and the social sciences (Becker, 2009; Le et al., 2010). Construct validity refers to the meaning and theoretical and/or practical usefulness of a construct or variable. Construct proliferation exists when measures of supposedly distinct constructs correlate perfectly or nearly perfectly after the appropriate corrections are made for the downward biases created by measurement error. For example, Le et al. (2010) found that the appropriately corrected correlation between measures of organizational commitment and job satisfaction was 0.91, demonstrating that these two constructs are probably not distinguishable in the minds of respondents.

Two examples of construct validity issues come from the leadership literature. Judge et al. (2004b) used meta-analysis to overturn the previous dismissal of the Ohio State leadership behavior constructs known as Consideration and Initiating Structure, demonstrating that the measures were in fact valid and useful in leadership research. Their paper notes that the dismissal of these constructs was premature: ‘Perhaps the conclusions in past qualitative reviews were not tested meta-analytically because the literature had already been pronounced as dead before the advent of meta-analysis in I/O psychology. Why meta-analyze a literature, researchers may have asked, that had long been obsolete?’ (p. 44). More recently, DeRue et al. (in press) used meta-analytic techniques to address issues of construct proliferation in the leadership literature: ‘Our hope is that this study begins to reverse the trend of construct proliferation in the leadership literature, and thus provides some clarity to leadership studies… with the goal of developing an integrative understanding of leadership in organizations’ (p. 38). In short, meta-analysis can help to clarify past research on a particular psychological variable and allows researchers to avoid both the problem of creating too many theoretical variables in explanations of phenomena and the problem of prematurely dismissing valid and useful variables.

Schmidt (1984, 1992, 1996, 2010) described the production of cumulative knowledge as the most important problem in psychology and the social sciences, and stated that if cumulative knowledge and general principles were impossible to establish, then ‘psychology can never be a science—only at best a technology producing answers limited in their applicability to specific situations’. This is why Guion (1998) expressed optimism regarding the development and adoption of the meta-analytic tools presented in Schmidt and Hunter (1977), Callender and Osburn (1980), Raju and Burke (1983), and Hedges and Olkin (1985). These tools represented the opportunity to develop cumulative knowledge and allow the social sciences the ability to be scientific in a new and fundamentally different way. This position is generally consistent with other opinions and reviews of the value of meta-analysis in behavioral research and developing cumulative knowledge (cf. Green and Hall, 1984; Lipsey and Wilson, 1993), although debate continues (cf. Curran, 2009).

Finally, it is important to point out that no one meta-analysis is necessarily the final word. Any given meta-analysis may have methodological or other deficiencies and so may be superseded by later meta-analyses. One example of this is the series of psychometric meta-analyses examining the relationship between job satisfaction and job performance. The first meta-analysis on this relationship was that of Petty et al. (1984), based on a limited number of studies. This was followed by a more comprehensive meta-analysis by Iaffaldano and Mcchinksy (1985). However, primary studies continued to appear on this relationship and Judge et al. (2001) produced a meta-analysis based on both a more thorough search for studies and more complete corrections for measurement error biases. Their meta-analysis has also encouraged further meta-analytic research on the direction of the causal relationship between job attitudes and job performance (Harrison et al., 2006).

Conclusion

In conclusion, research synthesis in the form of psychometric meta-analysis had a dramatic impact on developments in I/O psychology and related disciplines. The central purpose of social sciences, the development of cumulative knowledge, was made possible through the advancement of meta-analytic techniques. The ability to develop cumulative knowledge in I/O psychology lifted the state of the field from one of epistemological pessimism to general optimism that cumulative knowledge is possible. The spread of meta-analytic methods from personnel selection into other areas of the field of I/O psychology created a number of powerful results that changed researchers’ conceptions of how to conduct research, led to the revision of basic theories founded on erroneous interpretations of data, and created an opportunity for I/O psychology to create cumulative knowledge. Future use of psychometric meta-analysis will no doubt lead to further discoveries and increases
in the development of knowledge as it relates to behavior and performance in workplace and organizational settings.
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