Testing Option Pricing Models

David S. Bates
The Wharton School, University of Pennsylvania
and the National Bureau of Economic Research

May 1995

The Wharton School, Suite 2300
Philadelphia, PA 19104-6367
Testing Option Pricing Models

Abstract

This paper discusses the commonly used methods for testing option pricing models, including the Black-Scholes, constant elasticity of variance, stochastic volatility, and jump-diffusion models. Since options are derivative assets, the central empirical issue is whether the distributions implicit in option prices are consistent with the time series properties of the underlying asset prices. Three relevant aspects of consistency are discussed, corresponding to whether time series-based inferences and option prices agree with respect to volatility, changes in volatility, and higher moments. The paper surveys the extensive empirical literature on stock options, options on stock indexes and stock index futures, and options on currencies and currency futures.
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1. Introduction

Since Black and Scholes published their seminal article on option pricing in 1973, there has been an explosion of theoretical and empirical work on option pricing. While most papers maintained Black and Scholes' assumption of geometric Brownian motion, the possibility of alternate distributional hypotheses was soon raised. Cox and Ross (1976b) derived European option prices under various alternatives, including the absolute diffusion, pure-jump, and square root constant elasticity of variance models. Merton (1976) proposed a jump-diffusion model. Stochastic interest rate extensions first appeared in Merton (1973), while models for pricing options under stochastic volatility appeared in Hull and White (1987), Johnson and Shanno (1987), Scott (1987), and Wiggins (1987). New models for pricing European options under alternate distributional hypotheses continue to appear; for instance, Naik's (1993) regime-switching model and the implied binomial trees model of Derman and Kani (1994) and Rubinstein (1994).

Since options are derivative assets, the central issue in empirical option pricing is whether option prices are consistent with the time series properties of the underlying asset price. Three aspects of consistency (or lack thereof) have been examined, corresponding to second moments, changes in second moments, and higher-order moments. First, are option prices consistent with the levels of conditional volatility in the underlying asset? Tests of this hypothesis include the early cross-sectional tests of whether high-volatility stocks tend to have high-priced options, while more recent papers have tested in a time series context whether the volatility inferred from option prices using the Black-Scholes model is an unbiased and informationally efficient predictor of future volatility of the underlying asset price. The extensive tests for arbitrage opportunities from dynamic option replication strategies are also tests of the consistency between option prices and the underlying time
series, although it is not generally easy to identify which moments are inconsistent when substantial profits are reported.

Second, the evidence from ARCH/GARCH time series estimation regarding persistent mean-reverting volatility processes has raised the question whether the term structure of volatilities inferred from options of different maturities is consistent with predictable changes in volatility. There has been some work on this issue, although more recent papers have focussed on whether the term structure of implicit volatilities predicts changes in implicit rather than actual volatilities. Finally, there has been some examination of whether option prices are consistent with higher moments (skewness, kurtosis) of the underlying conditional distribution. The focus here has largely been on explaining the "volatility smile" evidence of leptokurtosis implicit in option prices. The pronounced and persistent negative skewness implicit in U.S. stock index option prices since the 1987 stock market crash is starting to attract attention.

The objective of this paper is to discuss empirical techniques employed in testing option pricing models, and to summarize major conclusions from the empirical literature. The paper will focus on three categories of financial options traded on centralized exchanges: stock options, options on stock indexes and stock index futures, and options on currencies and currency futures. The parallel literature on commodity options will largely be ignored; partly because of lack of familiarity, and partly because of unique features in commodities markets (e.g., short-selling constraints in the spot market that decouple spot and futures prices; harvest seasonals) that create unique difficulties for pricing commodity options. The enormous literature on interest rate derivatives deserves its own chapter; perhaps its own book.

The tests of consistency between options and time series are divided into two approaches: those that estimate distributional parameters from time series data and examine the implications for option prices, and those that estimate model-specific parameters implicit in option prices and test the
distributional predictions for the underlying time series. The two approaches employ fundamentally different econometric techniques. The former approach can in principle draw upon methods of time series-based statistical inference, although in practice few have done so. By contrast, implicit parameter "estimation" lacks an associated statistical theory. A two-stage procedure is therefore commonplace; the parameters inferred from option prices are assumed known with certainty and their informational content is tested using time series data. Hybrid approaches are sorted largely on whether their testable implications are with regard to option prices or the underlying asset price.
2. Option Pricing Fundamentals

2.1 Theoretical underpinnings: Actual and "Risk-neutral" Distributions

The option pricing models discussed in this survey have typically employed special cases of the following general specification:

\[
\begin{align*}
\frac{dS}{S} & \sim \left[ \mu & \& \kappa \right] dt \% \ F S^{\kappa} dW \% k dq \\
\frac{dF}{F} & \sim \mu_F(F) dt \% \nabla(F) dW_F \\
\frac{dr}{r} & \sim \mu_r(r) dt \% \nabla_r(r) dW_r 
\end{align*}
\]

(1)

where

- \( S \) is the option's underlying asset price, with instantaneous (and possibly stochastic) expected return \( \mu \) per unit time;
- \( F \) is a volatility state variable;
- \( 2(\kappa - 1) \) is the elasticity of variance (0 for geometric Brownian motion);
- \( r \) is the instantaneous nominal discount rate;
- \( dW, dW_F, \) and \( dW_r \) are correlated innovations to Wiener processes;
- \( k \) is the random percentage jump in the underlying asset price conditional upon a jump occurring, with \( 1+k \) lognormally distributed: \( \ln(1+k) \sim N[\ln(1+k_F) \& \frac{1}{2} \frac{k^2}{2}, \frac{k^2}{2}] \); and
- \( q \) is a Poisson counter with constant intensity \( \theta \): \( \text{Prob}(dq = 1) = \theta dt \).

This general specification nests the constant elasticity of variance, stochastic volatility, stochastic interest rate, and jump-diffusion models. Most attention has focussed upon Black and Scholes (1973) assumption of geometric Brownian motion:

\[
\frac{dS}{S} \sim \mu dt \% F dW ,
\]

(2)

with \( F \) and \( r \) assumed constant. Excluded from consideration are option pricing models with jumps in the underlying volatility; e.g., the regime-switching model of Naik (1993). Such models, while interesting and relevant, have not to my knowledge been tested in an option pricing context.
Fundamental to testing option pricing models against time series data is the issue of identifying the relationship between the *actual* processes followed by the underlying state variables, and the "risk-neutral" processes implicit in option prices. Representative agent equilibrium models such as Cox, Ingersoll, and Ross (1985a), Ahn and Thompson (1988), and Bates (1988, 1991) indicate that European options that pay off only at maturity are priced as if investors priced options at their expected discounted payoffs under an equivalent "risk-neutral" representation that incorporates the appropriate compensation for systematic asset, volatility, interest rate, and jump risk. For instance, a European call option on a non-dividend paying stock that pays off \( \max(S_T - X, 0) \) at maturity \( T \) for exercise price \( X \) is priced as

\[
e(S, T; X) = \mathbb{E}^* \left( e^{-\eta_r T} \max(S_T & X, 0) \right).
\]

\( E^* \) is the expectation using the "risk-neutral" specification for the state variables:

\[
dS/S = [r & \beta(T)] dt \quad \% S \overset{\Delta}{=} dW_t \quad \% k^T dq_t \\
dF = [\mu_F(F) dt \% M_F] \quad \% \prec(F) dW_F \\
dr = [\mu_r(r) dt \% M_r] \quad \% \prec(r) dW_r
\]

where

\[
M_F = \text{Cov}(dF, dJ_w / J_w) \\
M_r = \text{Cov}(dr, dJ_w / J_w) \\
\beta = \mathbb{E} \left( 1 \% J_w / J_w \right) \\
\kappa = \mathbb{E} \left[ \frac{\text{Cov}(k^T, J_w / J_w)}{\mathbb{E} \left( 1 \% J_w / J_w \right)} \right].
\]

and \( q^* \) is a Poisson counter with intensity \( \beta^* \). \( J_w \) is the marginal utility of nominal wealth of the representative investor, \( J_w / J_w \) is the random percentage jump conditional on a jump occurring, and
\[ dJ_u / J_e \] is the percentage shock in the absence of jumps. The correlations between innovations in risk-neutral Wiener processes \( W^* \) are the same as between innovations in the actual processes.

The "risk-neutral" specification incorporates the appropriate required compensation for systematic asset, volatility, interest rate, and jump risk. For assets such as foreign currency that pay a continuous dividend yield \( r^* \), the risk-neutral process for the asset price is

\[
dS / S \sim (r \Delta r \& F \& \delta R) dt \% F S^{\Delta t} dW \% k \Delta q . \tag{6}
\]

The process for \( r^* \) must also be modelled if stochastic. Discrete dividend payments on stocks cause a discrete drop in the actual and risk-neutral asset price. The drop is typically assumed predictable in time and magnitude.

Black and Scholes (1973) emphasize the derivation of the "risk-neutral" process under geometric Brownian motion as an equilibrium resulting from the continuous-time capital asset pricing model -- a property also captured by the discrete-time equilibrium models of Rubinstein (1976) and Brennan (1979). However, as emphasized by Merton (1973), the Black-Scholes model is relatively unique in that the distributional assumption (2) plus the important assumption of no transaction costs suffice to generate an arbitrage-based justification for pricing options on non-dividend paying stock at discounted expected terminal value under the "risk-neutral" process

\[
dS / S \sim r dt \% dW , \tag{7}
\]

a feature also shared with other diffusion models for which instantaneous asset volatility is a deterministic function of the asset price. The arbitrage pricing reflects the fact that a self-financing dynamic trading strategy in the underlying asset and risk-free bonds can replicate the option payoff given the distributional restrictions and assumed absence of transaction costs, and that therefore the option price must equal the initial cost of the replicating portfolio. It is, however, important that the Black-Scholes model has an equilibrium as well as a no-arbitrage justification, given that even
For the consumption CAPM, the marginal utility of nominal wealth is related to the instantaneous marginal utility of consumption: 
\[
J_w = U'_c(c)/P 
\]
where \(c\) is real consumption and \(P\) is the price level.\(^1\) These risk premia can potentially introduce a wedge between the "risk-neutral" distribution inferred from option prices and the true conditional distribution of the underlying asset price.

Even in the case of Black-Scholes, it is not possible to test the consistency of option prices and time series without further restrictions on the relationship between the "actual" and "risk-neutral" processes. For whereas the instantaneous conditional volatility \(F\) should theoretically be identical across both processes, and therefore should be common to both the time series and option prices, estimation of that parameter on the discretely sampled time series data typically available requires restrictions on the functional form of \(\mu\). The issue is discussed in Grundy (1991) and Lo and Wang (1995), who point out that strong mean reversion such as \(\mu(S) \sim \ln(S/S_0)\) could introduce a substantial disparity between the discrete-time sample volatility and the instantaneous conditional volatility of log-differenced asset prices.

---

\(^1\)For the consumption CAPM, the marginal utility of nominal wealth is related to the instantaneous marginal utility of consumption: 
\[
J_w = U'_c(c)/P 
\]
where \(c\) is real consumption and \(P\) is the price level.
Tests of option pricing models therefore also rely to a certain extent on hypotheses regarding the asset market equilibrium for the risk premium $\mu - r$, or alternatively on empirically based knowledge of the appropriate functional form for $\mu$. In the above example, for instance, one might argue in favor of a constant or slow-changing risk premium and against such strong mean reversion as "implausible" either because of the magnitude of the speculative opportunities from buying when $S < \bar{S}$ and selling when $S > \bar{S}$ or because of the empirical evidence regarding unit roots in asset prices. Conditional upon a constant risk premium, of course, the probability limit of the volatility estimate from log-differenced asset prices will be the volatility parameter $F$ observed in option prices, assuming Black-Scholes distributional assumptions.\(^2\)

2.2 Terminology and Notation

The forward price $F$ on the underlying asset is the price contracted now for future delivery. For assets that pay a continuous dividend yield, such as foreign currencies, the forward and spot prices are related by the "cost-of-carry" relationship $F = S e^{(r^* r)T}$, where $r$ is the continuously compounded yield from a discount bond of comparable maturity $T$, and $r^*$ is the continuous dividend yield (continuously compounded foreign bond yield for foreign currency). For stock options with known discrete dividend payments, the comparable relationship is $F = e^{rT} [S \& j \& e^{r^* r} D]$, where dividends are discounted at the relevant discount bond yields $r_t$. Futures prices have zero cost of carry.

A call option will be referred to as in-the-money (ITM), at-the-money (ATM), or out-of-the-money (OTM) if the strike price is less than, approximately equal to, or greater than the forward price on the underlying asset. For futures options, the futures price will be used instead of the

\(^2\)Fama (1984) noted that the standard rejections of uncovered interest parity could be interpreted assuming rational expectations as evidence for a highly time-varying risk premium on foreign currencies. For surveys of the resulting literature, including alternate explanations, see Hodrick (1987), Froot and Thaler (1990) and Lewis (1995).
forward price. Similarly, put options will be in-, at-, or out-of-the-money if the strike is greater than, approximately equal to, or less than the forward or futures price. This is standard terminology in most of the literature, although some use the spot price/strike price relationship as a gauge of moneyness. An ITM put corresponds in moneyness to an OTM call.

European call and put options that can be exercised only at maturity will be denoted $c$ and $p$ respectively, while American options that can be exercised at any time prior to maturity will be denoted $C$ and $P$. The intrinsic value of a European option is the discounted difference between the forward and strike prices: $e^{rT}(F - X)$ for calls, $e^{rT}(X - F)$ for puts. The intrinsic value of American options is the value attainable upon immediate exercise: $S - X$ for calls, $X - S$ for puts. Intrinsic value is important as an arbitrage-based lower bound on option prices. The time value of an option is the difference between the option price and its intrinsic value.

The implicit volatility is the value for the annualized standard deviation of log-differenced asset prices that equates the theoretical option pricing formula premised on geometric Brownian motion with the observed option price. It is also commonly if ungrammatically called the "implied" volatility. Implicit volatilities should in principle be computed using an American option pricing formula when options are American, although this is not always done. Historical volatility is the sample standard deviation for log-differenced asset prices over a fixed window preceding the option transaction; e.g., 30 days.

2.3 Tests of no-arbitrage conditions

A necessary prerequisite for testing the consistency of time-series distributions and option prices is that option prices satisfy certain basic no-arbitrage constraints. First, call and put option prices relative to the synchronous underlying asset price cannot be below intrinsic value, while American option prices cannot be below European prices. Second, American and European option prices must be monotone and convex functions of the underlying strike price. Third, synchronous
European call and put prices of common strike price and maturity must satisfy put-call parity, while synchronous American call and put prices must satisfy specific inequality constraints discussed in Stoll and Whaley (1986).

Violation of these constraints either implies rejection of the fundamental economic hypothesis of nonsatiation, or more plausibly indicates severe market synchronization or data recording problems, bid-ask spreads, or transaction costs that have not been taken into account. Furthermore, as discussed in Cox and Ross (1976a), these no-arbitrage constraints reflect extremely fundamental properties of the risk-neutral distribution implicit in option prices. Monotonicity in European option prices with respect to the strike price is equivalent to the risk-neutral distribution function being nondecreasing, while nonconvexity is equivalent to risk-neutral probability densities being nonnegative. If these no-arbitrage constraints are severely violated, there is no distributional hypothesis consistent with observed option prices.

In general, there is reason to be skeptical of papers that report arbitrage violations based on Wall Street Journal closing prices for options and for the underlying asset. Option prices are extremely sensitive to the underlying asset price, and a lack of synchronization by even 15 minutes can yield substantial yet spurious "arbitrage" opportunities. An early illustration is provided in Galai (1979), who finds that most of the convexity violations observed for Chicago Board Options Exchange (CBOE) stock option closing prices over April to October, 1973 (24 violations out of 1000 relevant observations) disappear when intradaily transactions data are used.

Nevertheless, studies that use more carefully synchronized transactions data have found that substantial proportions of option prices violate lower bound constraints. Bhattacharya (1983) examined CBOE American options on 58 stocks over August 24, 1976 to June 2, 1977 and found 1,120 violations (1.30%) out of 86,137 records violated the immediate-exercise lower bound, while 1,304 quotes out of a 54,735-record subset of the data (2.38%) violated the European intrinsic value
lower bound. Bhattacharya found very few violations net of estimated transaction costs, however. Culumovic and Welsh (1994) found that the proportion of CBOE stock option lower bound violations had declined by 1987-89, but was still substantial.

Evnine and Rudd (1985) examined the CBOE's American options on the S&P 100 index and the American Stock Exchange's options on the Major Market Index using on-the-hour data over June 26 to August 30, 1984, during the first year the contracts were offered. They found 2.7% of the S&P 100 call quotations and 1.6% of the MMI call quotations violated intrinsic-value bounds, all during turbulent market conditions in early August. The underlying indexes are not traded contracts, but rather aggregate prices on the constituent stocks. Consequently, the apparent arbitrage opportunities were not easily exploitable, and may reflect deviations of the reported index from its "true" value because of stale prices.

Bodurtha and Courtodon (1986) examined Philadelphia Stock Exchange (PHLX) American foreign currency options for five currencies during the market's first two years (February 28, 1983 to September 14, 1984), and found that .9% of the call transaction prices and 6.7% of the put prices violated the immediate-exercise lower bounds computed from the Telerate spot quotations provided by the exchange. Most violations disappeared when transaction costs were taken into account. Ogden and Tucker (1987) examined 1986 pound, Deutschemark, and Swiss franc call and put options time-stamped off the nearest preceding CME foreign currency futures prices. They found only .8% violated intrinsic-value bounds, and that most violations were small. Bates (1995b) found roughly 1% of the PHLX Deutschemark call and put transaction prices over January 1984 to June 1991 mildly violated intrinsic value bounds computed from futures prices. Hsieh and Manas-Anton (1988) examined noon transactions for Deutschemark futures options during the first year of trading (January 24 to October 10, 1984), and found 1.03% violations for calls and .61% for puts, all of which were less than 4 price ticks.
Violations of intrinsic value constraints will only be observed for short-maturity, in-the-money and deep-in-the-money options with little time value remaining -- a small proportion of the options traded at any given time. The magnitude rather than the frequency of violations is consequently more relevant. The fact that the violations are generally less than estimated transaction costs is reassuring, and suggests that the violations may originate either in imperfect synchronization between the options market and underlying asset market, or in bid-ask spreads. Further evidence of imperfect synchronization is provided by Stephan and Whaley (1990), who found that stock options lagged behind price changes in individual stocks by as much as 15 minutes in 1986, and by Fleming, Ostdiek, and Whaley (1995), who found that S&P 100 stock index options anticipated subsequent changes in the underlying stock index by about 5 minutes over January 1988 to March 1991. The violations suggest measurement error in the observed option price/underlying asset price relationship even for high-quality intradaily transactions data.
3. Time Series-Based Tests of Option Pricing Models

3.1 Statistical Methodologies

If log-differenced asset prices were drawn from a stationary distribution, such as the Gaussian distribution for log-differenced asset prices assumed by Black and Scholes (1973), then empirical tests of the consistency of option prices with time series data would be relatively easy. The methods of estimating the parameters of stationary distributions are well-established, and the resulting testable implications for option prices are straightforward applications of statistical inference. For instance, Lo (1986) proposed maximum likelihood parameter estimation, which given the invariance properties yields maximum likelihood estimates of option prices conditional upon time series information. Associated asymptotic confidence intervals for option prices can similarly be established, based upon asymptotic unbiasedness and normality of estimated option prices. For the lognormal distribution, the maximum likelihood estimator for data spaced at regular time intervals \( t \) is of course

\[
F_{ML}^2(t) = \frac{1}{N} \sum_{n=1}^{N} \left( \ln\left( \frac{S_n}{S_{n-1}} \right) \& \ln\left( \frac{S_{n+1}}{S_n} \right) \right)^2, \tag{8}
\]

closely related to the usual unbiased estimator of variance

\[
\hat{\sigma}^2(t) = \frac{1}{N} \sum_{n=1}^{N} \left( \ln\left( \frac{S_n}{S_{n-1}} \right) \& \ln\left( \frac{S_{n+1}}{S_n} \right) \right)^2. \tag{9}
\]

And since under geometric Brownian motion, \( N \) can be increased either by using more observations or by sampling at higher frequency, arbitrarily tight confidence regions could in principle be constructed for testing whether observed option prices are consistent with the underlying time series. The only caveat is the distinction between the actual and "risk-neutral" mean of the distribution -- which, however, becomes decreasingly important as the data sampling frequency increases.

The approach of using high-frequency (e.g., intraday) data for academic tests was initially precluded by lack of data, and subsequently by the recognition of substantial intraday market microstructure effects such as bid-ask bounce that reduce the usefulness of that data. The appeal of extending the length of the data sample was reduced by the recognition of time-varying volatility.
Tests of the Black-Scholes model have, therefore, typically involved some recognition that the model is misspecified and that its underlying distributional assumption of constant-volatility geometric Brownian motion with probability one is false.

Assorted alternate estimators premised on geometric Brownian motion have been proposed for deriving time series-based predictions of appropriate option prices conditional on the use of a relatively short data interval. Parkinson's (1980) high-low estimator exploited the information implicit in the standard reporting of the day's high and low for a stock price, assuming intradaily geometric Brownian motion. Garman and Klass (1980) discuss potential sources of bias in Parkinson's volatility estimate, including noncontinuous recording (which biases reported highs and lows), bid-ask spreads, and the (justified) concern that intradaily and overnight volatility can diverge. Butler and Schachter (1986) noted that although sample variance was an unbiased estimator of the true variance, pricing options off of sample variance yields biased option price estimates given the nonlinear transformation. They consequently developed the small-sample minimum-variance unbiased estimator for Black-Scholes option prices, by expanding option prices in a power series in $F$ and using unbiased estimators of the powers of $F$ based upon the postulated normal distribution for log-differenced asset prices. Butler and Schachter (1994), however, subsequently concluded that the small-sample bias induced by using a 30-day sample variance was negligible for standard tests of option market efficiency, especially relative to the noise in the small-sample volatility estimate. Bayesian methods have been proposed that exploit prior information regarding the volatility (Boyle and Ananthanarayanan (1977)) or the cross-sectional distribution of volatilities across different stocks (Karolyi (1993)).

Finally, of course, the enormous literature on ARCH and GARCH models explicitly addresses the issue of optimally estimating conditional variances when volatility is time-varying. The potential value of these methods for option markets is examined by Engle, Kane, and Noh (1993), who conduct a trading game in volatility-sensitive straddles (1 ATM call + 1 ATM put) between fictitious traders who use alternative variance forecasting techniques. They conclude based on 1968-91 stock index
data that GARCH(1,1) traders would make substantial profits off moving-average "historical" volatility traders, especially when trading very short-maturity straddles. Their results are substantially affected by the 1987 stock market crash, however.
3.2 The Black-Scholes Model

3.2.1 Option Pricing

The original Black-Scholes specification of geometric Brownian motion for the underlying asset price has been and continues to be the dominant option pricing model, against which all other models are measured. For European call options, the Black-Scholes formula can be written as

\[ e^{BS(F, T; X, r, F)} = e^{\sigma T} \left[ F N \left( \frac{\ln(F/X) + \frac{1}{2} \sigma^2 T}{F \sqrt{T}} \right) - X N \left( \frac{\ln(F/X) - \frac{1}{2} \sigma^2 T}{F \sqrt{T}} \right) \right] \tag{10} \]

where \( F \) is the forward price on the underlying asset, \( T \) is the maturity of the option, \( X \) is the strike price, \( r \) is the continuously compounded interest rate, \( \sigma^2 \) is the instantaneous conditional variance per unit time, and \( N(G) \) is the Normal distribution function. A related formula evaluates European put options. American call and put option prices depend on similar inputs but generally have no closed-form solutions, and must be evaluated numerically. The dominance of the Black-Scholes model is reflected in the fact that the implicit volatility -- the value of \( F \) that equates the appropriate option pricing formula to the observed option price -- has become the standard method of quoting option prices.

Most theoretical option pricing papers have maintained the geometric Brownian motion assumption in some form, and have focussed upon the impact of dividends and/or early exercise upon option valuation. While Black and Scholes (1973) assumed non-dividend paying stocks, European option pricing extensions to stocks with constant continuous dividend yields (Merton (1973)), currency options (Garman and Kohlhagen (1976)), and futures options (Black (1976b)) proved straightforward and are nested in the above formula. The discrete dividend payments observed with stocks proved more difficult to handle, especially in conjunction with the American option valuation problem. For tractability reasons, papers such as Whaley (1982) assumed that the forward price
rather than the cum-dividend stock price follows geometric Brownian motion. This yields a relatively simple formula for American call options when at most one dividend payment will be made, and permits recombinant lattice techniques for numerically evaluating American options under multiple dividend payments (Harvey and Whaley (1992a)).

Evaluating the early-exercise premium associated with American options has proved formidable even under geometric Brownian motion. Computationally intensive numerical solutions to the underlying partial differential equation are typically necessary, although good approximations can be found in some cases. And although Kim (1990) and Carr, Jarrow, and Myneni (1992) have provided a clearer understanding of the "free-boundary" American option valuation problem, this has only recently yielded more efficient American option valuation techniques. Concerns over the correct specification of boundary conditions and their impact on option prices continue to surface (e.g., the "wild card" feature of S&P 100 index options discussed in Valerio (1993)), and are of course fundamental to exotic option valuation. A major issue in the early empirical literature was whether the use of European option pricing models with ad hoc corrections for the early-exercise premium were responsible for reported option pricing errors; e.g., Whaley (1982), Sterk (1983), and Geske and Roll (1984).

Many papers consequently concentrated upon cases in which American option prices are well approximated by their European counterparts. For stock options, this involves examining only call options on stocks with no or low dividend payments. American call (put) currency options are well

---

3Whaley's assumption that the stock price net of the present value of escrowed dividends follows geometric Brownian motion is equivalent to the assumption of geometric Brownian motion for the forward price $F^t \cdot e^{rT} \{ S \cdot e^{\sum_{i} \sigma_i D_i} \}$.


approximated by European currency option prices when the domestic interest rate is greater (less) than the foreign interest rate (Shastri and Tandon (1986)).

3.2.2 Tests of the Black-Scholes Model

There have in fact been relatively few papers that estimate volatility from the past history of log-differenced asset prices, and then test whether observed option prices are consistent with the resulting predicted Black-Scholes option prices. One reason is that the equilibrium and no-arbitrage foundations of the Black-Scholes model suggested proceeding directly to a "market efficiency" test of the profits from dynamic option replication, as in Black and Scholes (1972). A second factor was that early recognition of time-varying volatility made it more natural to reverse the test and examine whether volatilities inferred from option prices did in fact correctly assess future asset volatility. The former tests are discussed in the following section; the latter are surveyed in section 4.3 below.

Nevertheless, several papers used cross-sectional and event study methodologies to examine the overall consistency of stock volatility with stock option prices. Black and Scholes (1972) and Latané and Rendleman (1976) did find that high-volatility stocks tended to have high option prices (equivalently, high implicit volatilities). However, Black and Scholes (1972) expressed concern that the cross-sectional relationship was imperfect, with high-volatility stocks overpredicting and low-volatility stocks underpredicting subsequent option prices. Black and Scholes examined over-the-counter stock options during 1966-1969; but a similar relationship was found by Karolyi (1993) for CBOE stock options over 1984-85. The possibility that this originates in an errors-in-variables problem given noisy volatility estimates has not as yet been ruled out. Choi and Shastri (1989) conclude that bid/ask-related biases in volatility estimation cannot explain the puzzle. Blomeyer and Johnson (1988) found that Parkinson (1980) stock volatility estimates substantially underestimated stock put option prices in 1978 even after adjusting for the early-exercise premium.
Event studies of predictable volatility changes have had mixed results. Patell and Wolfson (1979) found that stock implicit volatilities increased up until earnings announcements and then dropped substantially, which is consistent with predictable changes in uncertainty. Maloney and Rogalski (1989) found that predictable end-of-year and January seasonal variations in common stock volatility were in fact reflected in call option prices. By contrast, Sheikh (1989) found that predictable increases in stock volatility following stock splits were not reflected in CBOE option prices over 1976-1983 at the time the split was announced, but did influence option prices once the split had occurred.

Cross-sectional evidence for currency and stock index options appears qualitatively consistent with the risk on the underlying assets. Implicit volatilities reported in Lyons (1988) for Deutsche-mark, pound and yen options over 1984-85 are comparable in magnitude to the underlying currency volatility of 10-15% per annum. Options on S&P 500 futures typically had implicit volatilities of 15-20% over the three years prior to the stock market crash of 1987 (Bates (1991)), which is comparable in magnitude to standard estimates of pre-crash stock market volatility.

That high-volatility assets typically have options with high implicit volatilities is reassuring, especially given volatilities ranging from 5% on the Canadian dollar to 30%-40% on individual stocks. The evidence of time-varying volatility from implicit volatilities and from ARCH/GARCH models is sufficiently pronounced as to call into question the utility of more detailed time series/option price comparisons premised upon constant volatility.

### 3.2.3 Trading Strategy Tests of Option Market Efficiency

Starting with Black and Scholes (1972), many have tested for dynamic arbitrage opportunities that would indicate option mispricing. Such tests start with some assessment of volatility; Black and Scholes used historical volatility from the preceding year, while others have used lagged daily implicit volatilities. All options on a given day are evaluated using the Black-Scholes model (or an American
option variant) and "overvalued" and "undervalued" options are identified. Appropriate option positions are taken along with an offsetting hedge position in the underlying asset that is adjusted daily using a "delta" based on the assessed volatility. Any resulting substantial and statistically significant profits are interpreted as a rejection of the Black-Scholes model. Profits are often reported net of the transaction costs associated with the daily alterations in the hedge positions. Since daily hedging is typically imperfect and profits are risky, average profits are sometimes reported on a risk-adjusted basis using Sharpe ratios or Jensen's alpha.⁶

The major problem with market efficiency tests is that they are extremely vulnerable to selection bias. Imperfect synchronization with the underlying asset price and bid-ask spreads (on options or on the underlying asset) can generate large percentage errors in option prices, especially for low-priced out-of-the-money options.⁷ Consequently, even a carefully constructed ex ante test that only uses information from earlier periods doesn't guarantee that one can actually transact at the option price/asset price combination identified as "overvalued" or "undervalued". An illustration of this is Shastri and Tandon's (1987) observation with transactions data that delaying exploitation of apparent opportunities by a single trade dramatically reduces average profits. The problem is of course exacerbated in early studies that used badly synchronized closing price data.

A further statistical problem is that the distribution of profits from option trading strategies is typically extremely skewed and leptokurtic. This is obviously true for unhedged options positions, since buying options involves limited liability but unlimited potential profit. Merton (1976) points out that this is also the case with delta-hedged positions and specification error. If the true process is a

---

⁶See Galai (1983) for a survey of early market efficiency tests.

⁷The elasticity of the Black-Scholes option price with regard to the underlying asset price approaches infinity for options increasingly out-of-the-money, indicating a large impact from small percentage errors in the appropriate underlying asset price. George and Longstaff (1993) report that bid-ask spreads on S&P 100 index options ranged from 2% to 20% of the option price in 1989.
jump-diffusion and options are priced correctly, profits from a correctly delta-hedged option position follows a pure jump process: "excess" returns most of the time that are offset by substantial losses on those occasions when the asset price jumps. And although skewed and leptokurtic profit distributions may not pose problems asymptotically, whether $t$-statistic tests of no average excess returns are reliable on the 1-3 year samples typically used has not been investigated.

A third problem with most "market efficiency" studies is that they give no information about which options are mispriced. The typical approach pools options of different strike prices, maturities, even options on different stocks. The "underpriced" options are purchased, the "overpriced" are sold, and the overall profits are reported. Such tests do constitute a valid test of the hypothesis that all options are priced according to the Black-Scholes model -- subject, of course, to the data and statistical problems noted above. However, the omnibus rejections reported offer little guidance as to why Black-Scholes is rejected, and which alternative distributional hypotheses would do better. More detail is needed. Bad market volatility assessments, for instance, would affect all options, while mispriced higher moments affect options of different strike prices differently. Greater detail would also be useful in identifying whether the major apparent profit opportunities are in out-of-the-money options, which are especially vulnerable to data problems. Studies such as Fleming (1994) that restrict attention to at-the-money calls and puts appear more reliable and informative.

Many studies find excess profits that disappear after taking into account the transaction costs from hedging the position in discrete time; e.g., Fleming (1994). While relevant from a practitioner's viewpoint, these failures to reject Black-Scholes are not conclusive. Transaction costs vitiate the arbitrage-based foundation of Black-Scholes, and it is not surprising that few arbitrage opportunities net of transactions costs are found under daily hedging. The model does, however, have equilibrium as well as no-arbitrage foundations. Testing these requires examining whether investing in or writing "mispriced" options represents a speculative opportunity with excessively favorable return/risk tradeoff. Unfortunately, testing option pricing models in an asset pricing context requires
substantially longer data bases than those employed hitherto -- especially given the skewed and leptokurtic properties of option returns.

3.3 The Constant Elasticity of Variance Model

The constant elasticity of variance (CEV) option pricing model

\[
\frac{dS}{S} = \mu \, dt + \sigma \, F \, S^{2\delta} \, dW
\]  

first appeared in Cox and Ross (1976b) for the special cases \( \delta = \frac{1}{2} \) and \( \delta = 0 \). The more general model subsequently appeared in MacBeth and Merville (1980), Emmanuel and MacBeth (1982), and Cox and Rubinstein (1985). The model received attention for several reasons. First, the model is grounded in the same no-arbitrage argument as the Black-Scholes model. Second, the model is consistent with Black's (1976a) observation that volatility changes are negatively correlated with stock returns -- a correlation subsequently if somewhat misleadingly referred to as "leverage effects." As such, there was initially some hope that the model could both explain and identify time-varying volatility. Third, the model is potentially consistent with option pricing biases relative to the Black-Scholes model. Fourth, the model is compatible with bankruptcy. Recent models of "implied binomial trees" (Derman and Kani (1994); Rubinstein (1994)), which model instantaneous conditional volatility as a flexible but deterministic function of the asset price and time, can be viewed as generalizations of the CEV model.

Beckers (1980) estimated the CEV parameters for 47 stocks using daily data over 1972-1977, and found return distributions were invariably less positively skewed than the lognormal \( (\delta < 1) \) and typically negatively skewed \( (\delta < 0) \). He simulated option prices for the \( \delta = \frac{1}{2} \) and \( \delta = 0 \) cases, although

---

8Black (1976a) noted that models of financial or operational leverage (i.e., that stockholders receive corporate income net of interest payments and other fixed costs) offered a partial explanation of the correlation. Black also noted, however, that leverage effects were insufficient to explain the magnitude of the price/volatility cross-effects.
he did not explicitly test for compatibility with observed option prices. Gibbons and Jacklin (1988) examined stock prices over a longer 1962-1985 data sample, and almost invariably estimated $D$ between 0 and 1. Melino and Turnbull (1991) estimated CEV processes for 5 currencies over 1979-1986 with $D$ constrained to discrete values between 0 and 1, inclusive, and typically rejected the geometric Brownian motion hypothesis ($D=1$). Re-estimation over two subsamples of the 1983-1985 period for which they had currency option data revealed that all values of $D$ considered were essentially observationally equivalent both from time series data and with regard to predicted option prices. All CEV models substantially underpredicted option prices during these first two years of the Philadelphia currency option market.

In general, the CEV model seems unsuitable for stock index and currency options, and not especially desirable for stock options. While bankruptcy is possible for stocks, it seems inconceivable for stock indexes or currencies. Perhaps more important even for stock options, however, is that the variance of asset returns is modelled as a deterministic and monotonic function of the underlying nominal asset price. Given that asset prices have unit roots and typically non-zero drift, the CEV model for $D<1$ implies that variance either approaches infinity or zero in the long run. The "implied binomial tree" models suffer from a similar problem. Such models therefore require repeated parameter recalibration, indicating fundamental misspecification.

3.4 Stochastic Volatility and ARCH Models

Given the substantial evidence summarized in Bollerslev, Chou and Kroner (1992) regarding substantial and persistent changes in instantaneous volatility of asset returns, theorists in the 1970's developed numerical methods for pricing options under stochastic volatility processes. The most popular specification has been an Ornstein-Uhlenbeck process for the log of instantaneous conditional volatility,
\[
\begin{align*}
&d(\ln F) = (\ln F - \ln F) dt < dW_F \\
&dF^2 = (F^2 - F^2) dt \lesssim \sqrt{F^2} dW_F
\end{align*}
\] (12)

with the log transformation enforcing nonnegativity constraints on volatility. The square root stochastic variance process used *inter alia* by Cox, Ingersoll, and Ross (1985b) has also received attention:

\[
\begin{align*}
&dF^2 = (F^2 - F^2) dt \lesssim \sqrt{F^2} dW_F
\end{align*}
\] (13)

with a reflecting barrier at zero that is attainable when \(2^n < \). Assorted assumptions are made regarding the correlations between volatility shocks and asset and interest rate shocks. European option pricing tractability (but not necessarily plausibility) is substantially increased for the former process when shocks are uncorrelated. By contrast, Fourier inversion techniques proposed by Heston (1993a) and Scott (1994) facilitate European option pricing for the latter process even when there are non-zero volatility shock correlations with asset and interest rate shocks. There has been relatively little empirical research thus far as to the correct specification; or indeed as to whether the diffusion assumption is warranted. As discussed in section 2.1, assumptions regarding the form and magnitude of the volatility risk premium are also necessary when pricing options off the risk-adjusted versions of (12) or (13).

Estimation of stochastic volatility processes on discrete-time data has proved difficult, in two dimensions. First, the fact that volatility is not directly observed implies that maximum likelihood estimation of the parameters of the subordinated volatility process is at best computationally intensive and often essentially impossible. Consequently, stochastic volatility parameter estimates have relied either on time series analysis of volatility proxies such as short-horizon sample variances, or on method of moments estimation using moments of the unconditional distribution of asset returns.
Second, testing the implications of time series estimates for option prices under stochastic volatility processes requires an assessment of the current level of instantaneous conditional volatility. The *filtration* issue of identifying that volatility level given past information on asset returns is difficult. Melino and Turnbull (1990), who used an extended Kalman filter, is one of the few papers to directly tackle the issue in an option pricing context. Other option pricing "tests" of stochastic volatility models have either involved simulations of the implications for option prices of the parameter estimates (e.g., Wiggins (1987)), or alternatively have inferred the instantaneous conditional volatility from option prices conditional upon the parameter estimates. Examples of the latter hybrid and two-stage approach include Scott (1987) for stock options, and Chesney and Scott (1989) and Jorion (1995) for currency options.

There are three relevant tests of the stochastic volatility option pricing model relative to Black-Scholes. First, variations over time in assessed volatility should outpredict future option prices (equivalently, future implicit volatilities) *relative* to the Black-Scholes assumption of a constant volatility inferred from log-differenced asset prices. Second, if volatility is mean-reverting then the term structure of implicit volatilities across different option maturities should be upward (downward) sloping whenever current volatility is below (above) its long-run average level. Third, the leptokurtic and possibly skewed asset return distributions implicit in stochastic volatility models should be reflected in option price/implicit volatility patterns across different strike prices that deviate from those generated by a lognormal distribution.

---

9Scott (1987) proposed using a Kalman filter approach to infer the level of volatility -- an approach implemented by Harvey, Ruiz, and Shephard (1994). Kim and Shephard (1993) discuss the problems posed by the failure of the asset return and volatility processes to satisfy the jointly Gaussian assumptions underlying the Kalman filter, and propose a remedy.

10A caveat is that the implicit volatility is roughly the expected average *risk-neutral* volatility, which can deviate from the expected average volatility because of a volatility risk premium. Other potential problems with implicit volatilities are discussed in section 4.1 below.
None of the above papers employed the first test. This test is not possible under the hybrid approaches, while Melino and Turnbull (1990) used the time-varying assessed volatility as an input to both the stochastic volatility model and an *ad hoc* Black-Scholes model with continuously readjusted \( F_r \). Consequently, these papers effectively focused on whether the estimated stochastic volatility parameters can explain the cross-sectional patterns of option prices at different strike prices and maturities *relative* to those generated by assuming a Gaussian distribution with variance \( F_r^2T \) for maturity \( T \).

Melino and Turnbull found that the stochastic volatility model did reduce the average and root mean squared pricing errors on predicted Canadian dollar option prices over February 1983 to January 1985 relative to the continuously readjusted and *ad hoc* Black-Scholes model, although the volatility assessments do underpredict option prices on average. Most of the improvement appears attributable to superior predictions of the term structure of implicit volatilities relative to the Black-Scholes assumption of a flat term structure. Further substantial reconciliation of predicted and actual option prices was achieved by judicious choice of the volatility risk premium -- a free parameter in the model that substantially influences the term structure of implicit volatilities. Whether the sign and magnitude reflect plausible compensation for volatility risk was not examined.

Melino and Turnbull (1990) used 47 moment conditions in conjunction with Hansen's (1982) generalized method of moments (GMM) methodology, and estimated fairly tight standard errors on their parameter estimates. It is difficult to have equal confidence in the parameter estimates and option pricing predictions from other papers, given that the results appear sensitive to the limited choice of moments. Wiggins (1987), for instance, estimated stochastic volatility parameters primarily off of the moments of sample variances, and found the results quite sensitive to whether 2-, 4-, or 8-day sample variances were used. Scott (1987) and Chesney and Scott (1989) used exactly identified method of moments estimation based in part upon the unconditional second and fourth moments of asset returns. The standard errors reported in Chesney and Scott (1989) indicate considerable
imprecision. Furthermore, the use of fourth moments is vulnerable to specification error, given the attribution to volatile volatility of any unconditional leptokurtosis originating in fat-tailed independent shocks to the underlying asset price.\textsuperscript{11} Jorion (1995) used GMM estimation based on unconditional second moments of asset returns over different holding periods. The estimated standard errors are enormous and the point estimates are implausible relative to the time series properties of implicit volatilities.

The various autoregressive conditionally heteroskedastic (ARCH) models of time-varying volatility are better designed for the twin problems of process and current volatility estimation from discrete-time asset price data. These models converge in the continuous-time data sampling limit to stochastic volatility models (Nelson (1990)), and provide consistent filtration-based estimates of conditional variance even under misspecification (Nelson (1992)) \textit{provided} the true volatility process follows a diffusion. ARCH models consequently appear well suited for examining whether volatility inferences from time series data are consistent with observed option prices. The downside is that it can be difficult to price options off an estimated ARCH process. Conditional upon assumptions about the appropriate volatility risk premium, European options can be priced via Monte Carlo simulations of the risk-adjusted asset price/asset volatility processes. Most exchange-traded options are American, however, for which Monte Carlo methods cannot readily be used.

Studies that have tested ARCH-based volatility assessments on option prices include Cao (1992) for currency options, Myers and Hanson (1993) for commodity options, and Amin and Ng (1993) for stock options. All three papers use ARCH-based volatility assessments as inputs to both an \textit{ad hoc} Black-Scholes option pricing model and the ARCH option pricing model. As with

\textsuperscript{11}As discussed in Bollerslev, Chou and Kroner (1992), GARCH modelers have concluded that time-varying variance cannot explain all of the leptokurtosis in unconditional asset returns. Current GARCH models tend to assume fat-tailed shocks to the asset price. Ho, Perraudin and Sørensen (1993) estimate a stochastic volatility asset pricing model with jumps via GMM, and note that inclusion of the jump component substantially affects parameter estimates.
stochastic volatility papers, therefore, the focus is again on whether the ARCH models' predictions of volatility mean reversion and higher-moment abnormalities fit option prices of different strike prices and maturities better than assuming a Gaussian distribution with variance $F_i^2 T$ for maturity $T$.

All three papers found some ability of ARCH-based option pricing models to correct Black-Scholes pricing errors, albeit for different reasons. Cao (1992) found that Nelson's (1991) EGARCH model outpredicted DM option prices in 1988 relative to a comparable-volatility Black-Scholes model. The reasons for the superior performance are unclear. Myers and Hanson (1993) estimated a rolling-regression GARCH(1,1)/Student's $t$ process for soybean futures. They found that the major gain for soybean futures option pricing prediction relative to Black's (1976b) geometric Brownian motion model originated in the GARCH recognition of volatility mean reversion. Amin and Ng (1993) examined the degree to which various ARCH models estimated on a 3-year moving window that included the 1987 stock market crash could predict post-crash stock option prices over July 1988 to December 1989. All models overpredicted observed option prices, and had substantial moneyness- and maturity-related biases. However, the substantially negatively skewed and leptokurtic models such as EGARCH outpredicted the leptokurtic but essentially symmetric GARCH(1,1) model in terms of overall option pricing mean absolute error, while the GARCH model outperformed a comparable-volatility Black-Scholes forecast. Amin and Ng's option pricing improvements clearly originate in superior modelling of the negatively skewed and leptokurtic distributions implicit in post-crash stock option prices.

Overall, the tests of stochastic volatility and ARCH/GARCH option pricing models estimated from time series data are still at an early stage, and far from conclusive. The simulated option trading game in Engle, Kane and Noh (1993) suggests that GARCH(1,1) models are efficient volatility estimators relative to moving-average estimates of sample volatility, but whether this translates into superior predictions of option prices has not in fact been tested directly. Similarly, while some
calibrations of stochastic volatility models (e.g., Heston (1993a)) suggest that the higher-moment implications of stochastic volatility shocks do not have a large impact on option prices, the time series plausibility of the calibrations has not been definitively established. Indeed, the Amin and Ng (1993) estimates offer evidence to the contrary, although their modelling assumption that the 1987 stock market crash was just a bad draw from a conditionally normal distribution is questionable.

For currency options, the primary testable implications of time-varying volatility models appears to lie in whether the conditional volatility is comparable to volatilities inferred from option prices. Whether the typical estimates of a mean-reverting volatility process are consistent with the term structure of implicit volatilities can also be tested. For stock and stock index options, an outlier of the magnitude of October 19-20, 1987 poses possibly insurmountable problems for estimating stochastic volatility-based option prices from time series data on the underlying asset price.
3.5 Jump-Diffusion Processes

Merton (1976) suggested that distributions with fatter tails than the lognormal might explain the tendency for deep-in-the-money, deep-out-of-the-money, and short-maturity options to sell for more than their Black-Scholes value, and the tendency of near-the-money and longer-maturity options to sell for less. Merton priced options on jump-diffusion processes under the assumption of diversifiable jump risk and independent lognormally distributed jumps. Subsequent work by Jones (1984), Naik and Lee (1990), and Bates (1991) indicates that Merton's model with modified parameters is still relevant even under nondiversifiable jump risk. Others have proposed alternate option pricing models under fat-tailed shocks: McCulloch's (1987) stable Paretian model, Madan and Seneta's (1990) variance-gamma model, and Heston's (1993b) gamma process.

As of current writing, only Merton's (1976) model has been used in time series-based tests of option pricing models. Apart from early work by Press (1967) using the method of cumulants, most papers have used maximum likelihood estimation along with a truncation of the infinite series representation of the likelihood function. Ball and Torous (1985) estimated jump-diffusion processes with mean-zero jumps for 30 NYSE stocks, using daily cum-dividend returns over January 1, 1981 to December 31, 1982. They generated theoretical Merton and Black-Scholes European option prices with strike prices and maturities matching those observed for CBOE and AMEX American call options on these stocks on January 3, 1983. They concluded that the Merton and Black-Scholes option prices were essentially indistinguishable for the estimated parameters, except for out-of-the-money January options with less than a month to maturity. Trautmann and Beinert (1994) estimated high-frequency (0.3 - 2.2 jumps/day) low-amplitude jumps for 14 German stocks based on daily data over 1981-85 and 1986-1990, and found that the resulting option prices are virtually identical to those generated from a comparable-volatility no-jump specification.

Jorion (1988) similarly estimated jump-diffusion parameters for the $/DM exchange rate and the CRSP value-weighted stock index using weekly and monthly data over January 1974 to
December 1985, both with and without an ARCH(1) specification for non-jump conditional volatility. His estimate for $/DM of 1.32 jumps per week with mean jump size essentially 0 and standard deviation of 1.17% induces substantial percentage pricing biases (relative to Black-Scholes values) in OTM options of less than 1-month maturity, but has negligible impact on longer maturities. Jorion noted that the biases are partially but not fully consistent with biases in DM options over 1983-85 reported by Bodurtha and Courtadon (1987), but did not explicitly test that consistency. For the CRSP stock index, Jorion estimated .17 jumps/week with jump mean of 0 and standard deviation of 3.34%. Simulations again indicate the largest pricing impact for options of less than 1 month maturity, but also some substantial impact on longer maturities. Whether the estimated pricing biases are consistent with those observed in stock index options was not discussed.

Jump-diffusion parameter estimates from daily or weekly data typically find high-frequency low-amplitude jump components of relevance only to options with very short maturities. It seems likely that such estimates are picking up lumpy information flows associated with macroeconomic or firm-specific data announcements, as discussed in Ederington and Lee (1993). Whether there is also a low-frequency large-amplitude component such as would be more consistent with 1-6 month option pricing anomalies is difficult to ascertain. It is hard to identify low-frequency jumps on the short data intervals (less than 10 years) typically employed, so parameter estimates for a single jump process naturally gravitate towards the identifiable high-frequency phenomena. A possible solution would be to expand the data set and have two or more independent jump processes, but I know of no paper that has implemented this approach on financial data.$^{12}$

4. Implicit Parameter Estimation

It has been common when examining option pricing models to infer some or all of the distributional parameters from option prices conditional upon the postulated model, rather than

---

$^{12}$The problem of maximum likelihood estimation given a multiple infinite summation series representation for transition densities can be finessed by instead using Fourier inversion of the characteristic function to evaluate those densities.
estimating parameters from time series data on the underlying asset price. The interest in implicit parameters reflects the fact that options are forward-looking assets, with prices sensitive to distributional moments such as future volatility. Much of the academic interest in options has reflected the potential ability of option prices to offer insights into market expectations of future distributions that are more difficult to infer from time series analysis.

A major problem with implicit parameter estimation is that we have no associated statistical theory. Option pricing models are premised upon the underlying parameters and distributional structure being known with certainty, so that implicit parameters should in principle be a matter of inversion rather than estimation. An obvious overidentification problem arises when there are \(N\) parameters and \(N+K\) option prices. And although measurement error in option prices offers one justification for aggregating information from different option prices, the alternative hypothesis that inconsistencies across options may reflect specification error must constantly be kept in mind. Tests involving implicit parameters are inherently two-stage: information (e.g., implicit volatilities) is inferred from option prices under some aggregation scheme, and is treated as the null hypothesis to be tested using time series data.

### 4.1 Implicit Volatility Estimation

Within the Black-Scholes paradigm, a single option quote suffices to identify the implicit parameter \(F\); see (10). Since synchronous option prices of different strike prices and maturities yield different \(F\)'s, assorted schemes have been proposed for aggregating the information from different options into a single volatility assessment. The major methods are summarized in Table 1. Most involve weighting schemes that assign equal weight to in- and out-of-the-money options,
### Table 1
Alternate methods for computing weighted implicit standard deviations

<table>
<thead>
<tr>
<th>Model</th>
<th>Formula</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schmalensee and Trippi (1978)</td>
<td>[ F' = \frac{1}{N} \sum_{j} F_{ij}, \text{ where } F_{ij} \text{ is the implicit volatility from the } i\text{th option price } O_{i}. ]</td>
<td>Equal weights. Typically implemented on a restricted set of options (e.g., excluding deep out-of-the-money options).</td>
</tr>
<tr>
<td>Latané and Rendleman (1976)</td>
<td>[ F'^2 = \frac{1}{N} \sum_{j} w_{ij}^2 F_{ij}^2 \left( \frac{w_{ij}}{w_{i}} \right)^2, \text{ for } w_{ij} \neq 0 ]</td>
<td>Weights don't sum to one, creating biased volatility estimates.</td>
</tr>
<tr>
<td>modified Latané and Rendleman</td>
<td>[ F' = \sum_{j} w_{ij} F_{ij} \left( \frac{w_{ij}}{w_{i}} \right), \text{ where } w_{ij} = \frac{\omega_i F_{ij}}{M_i} ]</td>
<td>Heaviest weight on near-the-money options. In- and out-of-the-money options weighted symmetrically.</td>
</tr>
<tr>
<td>Whaley (1982)</td>
<td>[ F' = \text{argmin } j \left[ O_{ij} &amp; O_{i}(F) \right]^2 ]</td>
<td>Even heavier weight on near-the-money options than the modified Latané-Rendleman. Typically implemented on transactions data, which affects the relative weights.</td>
</tr>
<tr>
<td>Beckers (1981)</td>
<td>[ F' = \text{argmin } j \left[ O_{ij} &amp; O_{i}(F) \right]^2 ]</td>
<td>Even heavier weight on near-the-money options than Whaley (1982).</td>
</tr>
<tr>
<td>Chiras and Manaster (1978)</td>
<td>[ F' = \frac{1}{N} \sum_{j} w_{ij} F_{ij} \left( \frac{w_{ij}}{w_{i}} \right), \text{ where } w_{ij} = \frac{\omega_i F_{ij}}{M_i} ]</td>
<td>Elasticity-weighted, with heaviest weight on low-priced, deep out-of-the-money options.</td>
</tr>
<tr>
<td>at-the-money</td>
<td>[ F' = F_{ATM} ]</td>
<td>Increasingly standard. A readily replicable benchmark based on actively traded options.</td>
</tr>
</tbody>
</table>
and most give heavier weight to near-the-money options. The exception is Chiras and Manaster (1978), where a focus on percentage pricing errors results in the heaviest weight falling on the deepest out-of-the-money call and put options.¹³ A further issue is the choice between point-in-time option prices (e.g., closing or settlement prices) and pooled transactions data over some interval (e.g., daily). Since near-the-money call and put options are typically most heavily traded on centralized exchanges, and trading activity differs for in- and out-of-the-money options, the use of transactions data further affects the relative weights. Given time-varying volatility, it is desirable to construct maturity-specific implicit volatilities from options of a common maturity. Some studies, however, pool across maturities.

Underlying the alternate weighting schemes is an implicit presumption of independent measurement error in option prices. Given nonconstant "vega" \( \frac{\Delta V}{\Delta F} \) across different strike prices, this can translate into substantial noise in implicit volatilities, especially from deep in- and out-of-the-money options. There has, however, been little explicit scrutiny of the nature of this presumed measurement error across strike prices and maturities, and what it implies for optimal weights. For instance, while Whaley's (1982) methodology is consistent with homoskedastic white noise in option prices, there has been little verification of that underlying assumption. Plausible explanations of measurement error include bid-ask spreads or imperfect synchronization with the underlying asset price -- both of which suggest \textit{heteroskedastic} option pricing errors that are related to moneyness and maturity.¹⁴ Engle and Mustafa (1992) and Bates (1995b) propose a nonlinear generalized least squares methodology that allows the appropriate weights to be determined endogenously by the data.


¹⁴See George and Longstaff (1993) for evidence of irregular bid-ask spreads across different strike prices and maturities.
Apart from measurement error in option prices or in the underlying asset prices, there are other potential sources of bias when inferring the volatility parameter from observed option prices. First is the issue of selecting the appropriate short-term interest rate to put into the Black-Scholes formula, whether from Treasury bills, commercial paper, or Eurodollars. Most academic studies use Treasury bill yields, but this is less common among practitioners. Furthermore, most empirical tests use the same daily interest rate for evaluating all options on a given day, even when intradaily transactions data are used. Simulations by Hammer (1989) indicate a fairly small impact on at-the-money implicit volatilities from using the wrong interest rate. Some have attempted to infer which is the appropriate interest rate using pairs of options; e.g., Brenner and Galai (1986) and French and Martin (1987). Results are somewhat inconclusive, but suggest that the Treasury bill rate is probably too low.

Second, the common practice of using a new interest rate every day suggests that a stochastic interest rate model would be more appropriate. However, the fact that interest rates are stochastic does not appear to be a major concern when inferring volatilities from short-term European option prices. If the instantaneous nominal domestic interest rate follows an Ornstein-Uhlenbeck process, then a Black-Scholes formula still applies:

$$c(F, T; X, r, F_F) = e^{\sigma^2 t} \left[ 
\frac{\ln(F/X) + \sigma^2 T}{2} \frac{F_F^2 T}{F_F \sqrt{T}} \right] \mathcal{N} \left( \frac{\ln(F/X) + \sigma^2 T}{2} \frac{F_F^2 T}{F_F \sqrt{T}} \right)$$

(14)

---

15If the true parameters are $F=20\%$ and $r=10\%$, erroneously using a 9.7\% interest rate yields a 20.22\% implicit volatility from a 90-day at-the-money option, with comparable effects at longer maturities. Hammer notes the effects differ with strike price. The implicit volatilities from 10\% in- and out-of-the-money options would be 20.11\% and 20.71\%, respectively.
where \( r \) is the continuously-compounded yield from a discount bond of comparable maturity \( T \) and \( \mathbb{E}^2 \), the average conditional variance of the forward price over the lifetime of the option, is a deterministic function of time under this interest rate process.\(^\text{16}\) This specification is not valid for other interest rate processes (e.g., the square root interest rate process of Cox, Ingersoll, and Ross \((1985b)\)\(^\text{17}\), nor of course is it valid for American options. Nevertheless, the model suggests that the standard practice of using the yield from a contemporaneous and comparable-maturity Treasury bill captures the major impact of changing interest rates over time. Furthermore, the fact that interest rates are stochastic and possibly correlated with the underlying asset price is largely captured by the recognition that it is the volatility of the forward price rather than the spot price that is implicit in option prices. There is little difference between the two for options maturing in less than a year, although the difference can matter at longer maturities. Ramaswamy and Sundaresan (1985) examine American futures option pricing under square root stochastic interest rate processes, and conclude that the term structure of interest rates significantly affects short-term American option prices but the fact that interest rates are stochastic does not.

Many have pointed out the internal inconsistency involved in re-estimating implicit conditional volatilities daily using a model premised on constant volatility. The impact of the specification error can be assessed using the observation by Hull and White (1987) and Scott (1987) that if volatility evolves independently of the asset price, then the true European option price is the expected value

\(^\text{16}\)Stochastic interest rate and bond price models that generate option prices of this form are in Merton (1973), Grabbe (1983), Rabinovitch (1989), Hilliard, Madura, and Tucker (1991), and Amin and Jarrow (1991). For foreign currency options it is necessary to impose comparable distributions on foreign interest rates or foreign bond prices.

\(^\text{17}\)Scott (1994) develops stock option pricing formulas applicable in the Cox et al (1985b) environment.
under the risk-neutral distribution of the Black-Scholes option price \textit{conditional} on the realized average variance over the option’s maturity: \footnote{It is important to note that (15) is an expectation over average \textit{variance} -- not average volatility. A confusion between the two has led some to erroneously conclude that at-the-money implicit volatilities should be unbiased estimates of future volatility.}

\begin{equation}
\frac{4}{\mathbb{E}} c_{i}^{BS}(\sqrt{\mathbb{V}}) d\mathbb{V} = \mathbb{E}_{i}^{t}[c_{i}^{BS}(\sqrt{\mathbb{V}})]. \tag{15}
\end{equation}

A similar relationship holds for Merton's (1976) jump-diffusion model with mean-zero jumps. Using a Taylor series expansion,

\begin{equation}
c_{i}^{BS}(F) = c_{i}^{BS}\left(\sqrt{\mathbb{E}_{i}^{t}}\right) \% \frac{1}{2} \frac{\mathbb{M}_{C}^{BS}}{(\mathbb{M}_{F})^{2}} \mathbb{G}^{2}, \mathbb{E}_{i}^{t} Var_{i}^{t}(\mathbb{V}) \tag{16}
\end{equation}

which indicates that the implicit variance \( F^{2} \) inferred using the Black-Scholes formula will be biased upward (downward) relative to risk-neutral expected average variance in regions where the Black-Scholes formula is predominantly convex (concave) in \( F^{2} \). For at-the-money options, the second-order Taylor approximation \footnote{For at-the-money options, \( F = X \) and (10) can be written as \( c_{i}^{BS} e^{\mathcal{G}^{T}}F\left[2\mathcal{N}(\mathcal{G}) \mathbb{F}^{T/2} \mathbb{B}\right] \& 1 \). Expanding \( \mathcal{N}(\mathcal{G}) \) in a second-order Taylor series around 0 yields the approximation.} \( c_{i}^{BS} \frac{e^{\mathcal{G}^{T}}F\sqrt{T/2\mathbb{B}}}{\mathbb{F}^{2}} \) can be used in conjunction with (16) to further clarify the relationship between implicit and risk-neutral expected average variance:

\begin{equation}
\frac{\mathbb{F}^{2}}{\mathbb{E}_{i}^{t} \mathbb{V}} \& 1 \& \frac{1}{8} \frac{\mathbb{Var}_{i}^{t}(\mathbb{V})}{[\mathbb{E}_{i}^{t}(\mathbb{V})]^{2}}. \tag{17}
\end{equation}

There are three caveats. First, the expected average variance under the risk-neutral measure will differ from the true expected average variance if there is a volatility risk premium. Second, (15) is invalid for options on stocks and stock indexes, given the strong negative correlations observed...
between price and volatility shocks for these assets. Equation (15) is also invalid for Merton's jump-diffusion model when jumps have non-zero mean -- another skewed distribution. Consequently, the reliability of implicit volatilities premised on lognormality when the actual distribution is substantially skewed has not been established. Third, (15) - (17) are only valid for European options.

Nevertheless, at-the-money implicit volatilities appear relatively robust estimates of future volatility under the alternative distributional hypotheses typically considered, although it is certainly possible to identify parameter values for which this is not the case. Estimates of the volatility of volatility from the time series properties of implicit volatilities suggest that the Jensen's inequality bias in implicit volatilities is typically less than .5% for 1- to 12-month at-the-money options. The difference between actual and "risk-neutral" expected average variance is unknown, but is not likely to be a major factor for short-maturity options. Finally, estimates of implicit parameters under moderately skewed jump-diffusion processes in Bates (1991, 1995a) almost invariably yield implicit volatilities that diverge by less than 1% from the volatilities inferred using an American option variant of the Black-Scholes model.

4.2 Time Series Properties of Implicit Volatilities

There has been substantial interest in the time series properties of implicit volatilities. First, since implicit volatilities are a direct proxy for option prices, such analyses offer direct and readily interpretable insights into the evolution of option markets. Second, if implicit volatilities are good proxies for expected future volatility of the underlying asset price, then further insights into volatility
processes can be obtained. Poterba and Summers (1986), for instance, use implicit volatility dynamics to assess how much stock prices should respond to volatility shocks.

Several procedural issues arise with regard to time series analysis of implicit volatilities. First, the volatilities should ideally be inferred using a stochastic volatility option pricing model that is consistent with the model fitted to the resulting time series of implicit volatilities.\(^{20}\) As discussed above, however, implicit variances as measures of expected average variances appear relatively robust to specification error in the option pricing model. Examining volatilities inferred under the Black-Scholes model is consequently a reasonable and informative initial diagnostic of volatility dynamics.

A second problem is the quarterly expiration cycle of exchange-traded options. The average maturity of implicit volatilities steadily decreases as options approach maturity, followed by a jump increase upon introduction of a new option contract. Most papers acknowledge the problem; not all do something about it. Provided that a linear process in variance is specified, such as the AR(1) in (13) above, it is somewhat straightforward to estimate the ARMA process for instantaneous conditional variances from the (approximate) expected average variances inferred from exchange-traded option prices; see, e.g., Taylor and Xu (1994).\(^{21}\) Alternate volatility processes are more

\(^{20}\)Consistent” does not, of course, mean identical. The two processes can differ because of a volatility risk premium.

\(^{21}\)For (13), there is a parameter-dependent linear mapping between the expected average variance \(E_t \bar{V}\) and the instantaneous conditional variance \(V_t\):

\[ E_t \bar{V} = \frac{\$}{\$} [1 \& w(T \&t)] \% w(T \&t)V_t \]

where \(w(T \&t) = [1 \& e^{6g(T \&t)}]/[\$(T \&t)]\), and \(T - t\) is the option maturity at time \(t\). This can be used to estimate the parameters \("\ and \$ of the \(V_t\) process given \(E_t \bar{V}\) data. The procedure does of course involve assuming \(F_t^2 \cdot E_t \bar{V} \cdot E_t \bar{V}\). A bias correction based on (17) can improve the first approximation.
complicated, and implicitly involve further approximations not typically recognized by the authors when identifying the dynamics of instantaneous conditional volatilities.\textsuperscript{22}

Time series analyses of implicit volatilities have been perhaps surprisingly consistent in their results, given substantial differences in data construction. Most studies agree that implicit volatilities from stock, stock index, and currency options are substantially serially correlated and follow stationary, mean-reverting processes. Most conclude that a parsimonious AR(1) specification captures the time series properties quite well, with a typical half-life to volatility shocks of 1 to 3 months. Examples include Schmalensee and Trippi (1978), Merville and Pieptea (1989), and Sheikh (1993) for stock options; Poterba and Summers (1986), Stein (1989), Harvey and Whaley (1992b), and Diz and Finucane (1993) for S&P 100 index options; and Taylor and Xu (1994), Campa and Chang (1995), Jorion (1995), and Bates (1995b) for currency options.

Merville and Pieptea (1989) argue for a mixed mean-reverting diffusion plus white noise for stock implicit volatilities; the noise is perhaps attributable to their use of closing price data. Schmalensee and Trippi (1978) and Sheikh (1993) found substantial negative correlations between stock returns and stock implicit volatilities, qualitatively comparable to the "leverage effect" negative correlations typically observed between returns and \textit{actual} volatility. Franks and Schwartz (1991) found similar effects for implicit volatilities from stock index options on the British FTSE 100. Taylor and Xu (1994) present evidence of long-term nonstationarities in the AR(1) specification for currency implicit variances.\textsuperscript{22}

\textsuperscript{22}For instance, Stein (1989) uses a linear volatility process and assumes that expected average volatilities equal implicit volatilities from at-the-money option prices. That assumption reflects a confusion between standard deviations and variances, but may nevertheless be a reasonable approximation. (15)-(17) above indicate the relationship between implicit and expected average variances.
4.3 Implicit Volatilities as Forecasts of Future Volatility

The informational content of the volatilities inferred from option prices is usually tested by regressing some measure of realized volatility upon implicit volatilities. Three issues arise. First, whether implicit volatilities are *informative* with regard to future volatility is typically examined by looking at the statistical significance of the slope coefficient. Second, whether implicit volatilities are *unbiased* forecasts of future volatility is examined by testing for zero intercept and unitary slope. Third, there is the issue of whether implicit volatilities are *informationally efficient* forecasts; i.e., whether they incorporate all readily available information regarding future volatility. This has been tested by adding the additional information (e.g., historical volatilities) in a multivariate "encompassing regression" framework and testing the statistical significance of the additional variable(s).

Early studies of the forecasting power of stock option implicit volatilities were typically cross-sectional. Perhaps the earliest example was Black and Scholes (1972) observation that the *ex post* sample volatility over the option's lifetime better captured the cross-sectional dispersion of option prices than did *ex ante* historical volatility. Latané and Rendleman (1976) similarly observed that their (biased) implicit volatility estimates from CBOE call options on 24 stocks over 1973-1974 had a higher cross-sectional correlation with concurrent and subsequent realized stock volatilities than did historical volatility estimates from an earlier 4-year sample. Chiras and Manaster (1978) concluded that the cross-sectional informativeness of their weighted implicit standard deviation (WISD) measure increased over June 1973 to April 1975 (the early years of the CBOE option market), with higher $R^2$ from 20-day volatility forecasts in the last 14 months than in the first nine. Furthermore, 20-day historical volatilities typically contributed no statistically significant additional information to the WISD volatility forecasts in the last 14 months. However, the WISD was a substantially biased forecast of cross-sectional stock volatility, with monthly slope coefficients ranging
from .29 to .83. Beckers (1981) looked at various implicit standard deviation methodologies (at-the-money, modified Latané-Rendleman, his own method) predominantly using daily closing price data on 62-115 CBOE stock options over October 13, 1975 to January 23, 1976. He concluded that at-the-money implicit volatilities were at least as good as other methodologies, and that all implicit volatility methods outperformed quarterly historical estimates with regard to cross-sectional stock volatility forecasting. However, he also noted that implicit volatilities were biased and not informationally efficient, since historical volatilities contributed additional information.

Subsequent tests of implicit volatilities have regressed realized upon implicit volatilities in a time series context. Realized volatility is typically computed as the sample volatility either over the lifetime of the option, or over some fixed future horizon (e.g., 1 week). The former method is more consistent with the maturity of the implicit volatility, but typically results in overlapping observations given 1-6 month option maturities. Furthermore, as discussed in Fleming (1994), the standard Hansen-Hodrick (1980) GMM correction for the moving average component in overlapping fixed-horizon forecast errors is inappropriate given that the option maturity shrinks over time as the option approaches expiration. Using fixed-horizon volatility over shorter intervals typically yields nonoverlapping observations, allowing standard ordinary least squares regressions. The downside is the maturity mismatch between realized and implicit volatility, which may affect the results.

Lamoureux and Lastrapes (1993) examined implicit volatilities from CBOE call options on 10 non-dividend paying stocks over April 19, 1982 to March 31, 1984, and compared the 1-day and option-lifetime volatility forecasts with those from GARCH and historical volatility estimates. They

---

23Fleming develops a modified GMM estimator to handle the problem.
concluded that implicit volatilities are biased but informative, and that historical volatilities provide additional information for volatility forecasting.

Canina and Figlewski (1993) examined the ability of implicit volatilities from closing prices of S&P 100 index call options over March 1983 to March 1987 to forecast future realized volatility over the lifetime of the option. Rather startlingly, they found that implicit volatilities from options of assorted moneynesses and maturities were virtually useless in forecasting future S&P 100 index volatility. And although implicit volatilities from noisy closing data undoubtedly suffer from an errors-in-variables problem, biasing slope coefficients towards 0, simulations in Jorion (1995) suggest that this effect should not be large enough to explain Canina and Figlewski's results. By contrast, Day and Lewis (1992) found that S&P 100 implicit volatilities' forecasts of subsequent weekly volatility for 319 weeks over November 1983 to December 1989 (including the stock market crashes of 1987 and 1989) were definitely informative and close to unbiased. Day and Lewis also concluded, however, that GARCH and EGARCH volatility assessments contain additional information not captured by the implicit volatility. Fleming (1994) regressed first-differenced realized volatility (options' lifetime and 28-day) on first-differenced implicit volatilities using daily transactions data over October 1985 - April 1992, excluding the 1987 crash period. He concluded that the implicit volatility is a biased but substantially informative forecast of future volatility, and that implicit volatilities are informationally efficient relative to other variables such as 28-day historical volatility. Reconciling the three papers is difficult, given differences in sample period, methodology, and data construction. Perhaps the appropriate conclusion is that the extremely active S&P 100 option market was inefficient in its early years, but has improved over time.
Foreign currency options have been examined by Scott (1992), Jorion (1995), and Bates (1995a). Scott (1992) examined the implicit volatility less intraquarterly historical volatility as a forecast of changes in future intraquarterly volatility over 1983 to 1989, using non-overlapping data. He concluded that pound, Deutschemark and Swiss franc implicit volatilities were informative and close to unbiased forecasts of future volatility, but that yen implicit volatilities had no informational content. A similar conclusion was reached by Bates (1995a) with regard to weekly volatility forecasts from Deutschemark and yen futures options over 1984-1992 and 1986-1992, respectively. Jorion (1995) examined Deutschemark options over January 1985 to February 1992. He found that implicit volatilities were almost unbiased forecasts of the next day's absolute return, but were more biased forecasts of the volatility over the lifetime of the option. In both cases, 20-day historical volatility and GARCH-based volatility assessments contributed no additional information.

Almost all studies have, therefore, found implicit volatilities to contain information with regard to future volatility. The volatility forecasts from implicit volatilities are apparently biased for stock options, stock index options, and yen options, but are close to unbiased for other currency options. Other sources of volatility information can be used to improve on a bias-adjusted implicit volatility forecast in some cases, depending upon the security and the period.

There are several possible explanations why implicit volatility forecasts might be biased forecasts of actual volatility. As noted in section 4.1 above, implicit variances can potentially deviate from risk-neutral expected average variances for a number of reasons, while risk-neutral and actual expected average variances will diverge in the presence of a substantial volatility risk premium. Alternatively, options may be mispriced. Fleming (1994) and Engle, Kane, and Noh (1994) explore the last explanation by examining the profits from trading volatility-sensitive straddles (1 call plus 1
put) on the S&P 100 index. Fleming reports substantial profits that disappear when trading costs are taken into account. Engle, Kane, and Noh used a GARCH-based straddle trading strategy and found substantial profits net of transaction costs. Both studies include the post-crash period, which may be atypical given the trauma of the crash.

4.4 Implicit Volatility Patterns: Evidence for Alternate Distributional Hypotheses

The Black-Scholes hypothesis of geometric Brownian motion implies that all options regardless of strike price and maturity depend upon the single parameter $F$. Various methods are commonly employed to examine the cross-sectional pricing errors of the Black-Scholes model, in order to assess which alternative distributional hypotheses are more compatible with observed option prices. One approach is to compute a single daily implicit volatility from at-the-money or pooled options, price all options conditional on that implicit volatility, and describe how the resulting option pricing residuals vary by moneyness and maturity. An alternate technique proposed by Rubinstein (1985) computes option-specific implicit standard deviations (ISD's), and uses carefully synchronized pairs of option transactions to identify typical patterns in implicit volatilities across different strike prices and maturities. Since implicit volatilities are monotonically increasing functions of option prices, the two methods are substantially equivalent. A divergent focus on mean pricing errors versus median ISD patterns necessitates different tests of statistical significance.

The first derivative of the European call or put option price with respect to the strike price is proportional to the relevant risk-neutral tail probability, while the second derivative is proportional to the probability density. The pattern of residuals or implicit volatilities across different strike prices (moneyness biases) consequently provides direct evidence for European options of the shape of the risk-neutral density and distribution, relative to the benchmark hypothesis of a lognormal distribution.
A symmetric leptokurtic distribution implies out-of-the-money call and puts (which pay off under realizations in the tails) are more valuable than predicted by a lognormal distribution, and consequently generates a symmetric U-shaped pattern or "volatility smile" in implicit volatilities across different strike prices. Skewness "tilts" the ISD patterns, with positive (negative) skewness typically increasing (decreasing) the values and implicit volatilities of OTM calls/ITM puts relative to the values and implicit volatilities of correspondingly OTM puts/ITM calls. The early-exercise premium associated with American options complicates the analysis, especially if the implicit volatilities are erroneously computed using a European option pricing model.

A comparison of ISD's across maturities is primarily indicative of whether the term structure of implicit volatilities was typically upward or downward sloping, suggesting equivalent patterns for expected average variances over different option maturities. Typical estimates of volatility mean reversion indicate that either or both patterns can occur within a typical 1- to 3-year data interval. Consequently, while instantaneous maturity biases are interesting, median maturity patterns in ISD's from data aggregated over a longer interval appear uninformative.

The strike price/maturity cross-effects are perhaps of greater interest. Leptokurtic models such as Merton (1976) that rely on independent fat-tailed finite-variance shocks to the underlying asset price imply by the central limit theorem an inverse relationship between implicit skew- 

\[ 24 \text{Hull (1993, pp. 436-438) discusses the impact of skewness and leptokurtosis upon option prices and Black-Scholes option pricing residuals. See also Bates (1991, 1994) for the impact of skewed distributions on the relative prices of OTM call and put options, and Shastri and Wethyavivorn (1987) for some illustrations of implicit volatility patterns under alternate distributional hypotheses.} \]

\[ 25 \text{Taylor and Xu (1994) found that the term structure of implicit volatilities from foreign currency options reverses slope every few months.} \]
ness/leptokurtosis magnitudes and option maturity. By contrast, standard stochastic volatility models are instantaneously lognormal and imply skewness and leptokurtosis magnitudes initially increase with option maturity. The two models therefore alternately predict decreasingly/increasingly pronounced strike price patterns for short-maturity options as maturity increases, provided the strike price spacing is adjusted proportionally to the appropriate standard deviation at different horizons. For a flat term structure of annualized volatilities, this implies increasing strike price spacing with the square root of maturity. Further adjustments are necessary if the term structure is not flat. Absent these adjustments, it is more difficult to distinguish between these alternative distributional hypotheses from moneyness/maturity cross-effects.

Finally, studies that look at both call and put options have compared implicit volatilities from the two and reported significant differences; e.g., Whaley's (1986) study of 1983 S&P 500 futures options. There is no obvious theoretical explanation why the two should diverge, since put-call parity implies that European call and put options of identical moneyness and maturity should have identical implicit volatilities. Whaley's results are probably attributable to the fact that the puts have a lower average strike price than the calls, so that the put-call comparison is picking up the moneyness biases also reported in Whaley (1986). Bates (1991) found little difference between at-the-money call and put prices on S&P 500 futures over 1985-87, indicating comparable implicit volatilities.

Alternate nonparametric and parametric methods also exist that shed light on which distributional hypotheses would be more consistent with observed option prices. The "skewness premium," or percentage deviation between call and put prices for options comparably out-of-the-
money, is shown in Bates (1991, 1994) to be a useful diagnostic of which distributions are consistent with the skewness implicit in option prices. The intuition is that since OTM call and put options pay off only under realizations in the upper and lower tails, respectively, the relative price of those options is a direct indication of asymmetries in the tails. A related measure based on implicit standard deviations is in Gemmill (1991). Multiparameter distributions that include the lognormal as a special case have been fitted to daily option prices; examples include the constant elasticity of variance model used by MacBeth and Merville (1980) and Emmanuel and MacBeth (1982); the pure-jump model used by Borensztein and Dooley (1987); and the jump-diffusion model used by Bates (1991, 1995a). Finally, Derman and Kani (1994) and Rubinstein (1994) have proposed estimating implicit distributions using an “implied binomial tree” methodology, which can be viewed as a flexible generalization of the constant elasticity of variance model.

Instantaneous maturity effects clearly reject the original Black-Scholes assumption of a flat term structure of implicit volatilities. Furthermore, the term structure of at-the-money implicit volatilities is typically suggestive of a mean-reverting volatility process: upward sloping when short-term implicit volatilities are low, inverted when short-term volatilities are high. See Taylor and Xu (1994) for evidence from currency options, and Stein (1989) for evidence from S&P 100 index options.

Option pricing residuals, implicit volatility patterns, and implicit parameter estimates from stock options indicate that there is no single alternative distributional hypothesis that can eliminate the Black-Scholes strike price biases. The biases change sign over time, indicating changes in implicit skewness relative to the slightly positively skewed lognormal distribution underlying Black-Scholes. For instance, evidence favoring a distribution less positively skewed than the lognormal and possibly
negatively skewed has been found by Rubinstein (1985) for 30 stock options over August 1976 -
October 1977; by MacBeth and Merville (1980) and Emmanuel and MacBeth (1982) for 6 stock
options in 1976; by Chen and Welsh (1993) for the fourth quarter of 1979; and by Culumovic and
Welsh (1994) for stock options in the six quarters following the stock market crash of October 19,
1987. By contrast, evidence favoring a distribution more positively skewed than the lognormal has
been found by Rubinstein (1985) for October 1977 - August 1978; by Emmanuel and MacBeth
for 74 stock options over 1984-1985; and by Culumovic and Welsh (1994) for the last three quarters
of 1989. And while there is a tendency for most stocks to exhibit similar moneyness patterns at the
same time,\textsuperscript{27} Culumovic and Welsh found that this is not fully reliable over 1987-89.

Stock index options also evince substantial evolution in moneyness biases over time. Whaley
(1986) documented S&P 500 futures option residuals in 1983 (the first year of trading) that were
consistent with a distribution more negatively skewed than the lognormal. Sheikh (1991) examined
ISD patterns for options on the S&P 100 index over 1983-85, and found relatively negatively skewed
found substantial evolution in implicit skewness in S&P 500 futures options over 1985-87: positive
in 1985, roughly symmetric over most of 1986, and periods of substantial negative skewness in late
found persistent and strongly negative implicit skewness in S&P 500 futures options throughout the
post-crash period of October 20, 1987 to December 31, 1993. A comparison of Culumovic and

\textsuperscript{27}See, e.g., the comovements in stock-specific CEV parameter estimates reported in
Emmanuel and MacBeth (1982). The CEV parameter is directly related to implicit skewness.
Welsh (1994) and Bates (1994) indicates that the moneyness biases in stock index options was at times of opposite sign from those observed contemporaneously in most stock options.

Foreign currency option pricing biases can roughly be divided into two periods: the 1983-87 period when options on foreign currencies and foreign currency futures were first introduced on centralized exchanges and the dollar was initially quite strong, and the subsequent 1988-1992 period. The early years of the currency option markets were characterized by substantial positive implicit skewness (on foreign currencies) and leptokurtosis. Bodurtha and Courtadon (1987) found option pricing residuals from five foreign currency options over 1983-85 that were consistent with a distribution more positively skewed than the lognormal for all currencies. Estimates of pure-jump parameters on the same data base by Borensztein and Dooley yielded substantial positive implicit skewness, as did implicit parameter estimates for pooled 1984-85 and 1986-87 Deutschemark options by Bates (1995b) using stochastic volatility and stochastic volatility/jump-diffusion models. Exceptions are Adams and Wyatt (1987), who used 1983 closing data, and Shastri and Tandon (1987), who use 1983-1984 transactions data. These papers regressed currency option pricing residuals on moneyness and maturity and found little clear-cut moneyness and maturity effects. It is possible that regression-based summaries of pricing biases are too crude, given intrinsic nonlinearities in residuals when both skewness and leptokurtosis are present.


---

28Since Borensztein and Dooley constrained jump magnitudes to be positive, negative skewness was precluded. Nevertheless, the model did allow for implicit skewness arbitrarily close to zero, via the possibility of a high-frequency low-amplitude jump component observationally equivalent to geometric Brownian motion.
found substantial positive implicit skewness in DM futures options over 1984-1987, especially during the appreciating-dollar period of 1984 and early 1985.

The 1987-1992 period appears to have been predominantly characterized by a leptokurtic but roughly symmetric distribution implicit in currency options. Ben Khelifa (1991) found that a "volatility smile" was typically observed in five currency options over 1984-89; Cao (1992) found similar results for the 1988 Deutschemark options. Implicit parameter estimates on pooled DM options data over 1988-89 and 1990-91 in Bates (1995b) using a stochastic volatility/jump-diffusion model indicate overall a leptokurtic, symmetric distribution. Daily implicit parameter estimates on DM and yen futures options over 1986-1992 in Bates (1995a) indicate oscillating skewness that is small in magnitude relative to 1984-85 levels. The oscillations are typically but not invariably synchronized across the two currency options, and are strongly correlated with the relative trading activity in calls versus puts.

The historical fluctuations in the sign of implicit skewness observed in stock, stock index, and currency options imply that none of the current alternative distributional hypotheses can consistently outperform Black-Scholes with regard to fitting option prices. All current models are consistently either more or less skewed than the lognormal. We need models of time-varying skewness, to complement our existing models of time-varying volatility.

Furthermore, many of the existing alternate models do not differ substantially from the lognormal. Thus, while Rubinstein (1985) and Sheikh (1991) argue that volatility patterns are at times consistent with "leverage" models of equity, Bates (1991, 1994) points out that leverage models imply future stock price distributions intermediate between the normal and lognormal -- a very narrow
range compared with values of implicit skewness typically observed. A similar point emerges from MacBeth and Merville's (1980) and Emmanuel and MacBeth's (1982) estimates of constant elasticity of variance parameters well outside the 0 leverage range. Implicit skewness is not only time-varying, but can also be large relative to many standard models.
5. Implicit Parameter Tests of Alternate Distributional Hypotheses

The interpretation of Black-Scholes option pricing biases as evidence of skewed and/or leptokurtic distributions is of course premised upon option prices being representative of the underlying risk-neutral distribution. An alternate hypothesis is that the options are mispriced; either because of market frictions, or possibly because of data problems. For instance, as discussed in section 2.3, option price violations of intrinsic-value lower bounds are commonly observed -- probably because of synchronization error between option and asset price data. Canina and Figlewski (1993) point out that the common practice of throwing out the violations involves one-sided data censoring, biasing upward average in-the-money option prices.

If options are correctly priced, than any abnormalities implicit in option prices should be reflected in the underlying time series -- subject, as always, to the caveat that the risk-neutral and actual distributions can differ. There have, however, been relatively few tests of the informativeness of implicit distributions inferred under alternate distributional hypotheses. Much of implicit parameter estimation has been essentially descriptive: an examination of what would better fit option prices. Whether these implicit parameters are plausible when measured against the time series properties of the underlying asset price has been less thoroughly examined.

Part of the reason is that inferring parameters from American options under alternative distributional hypotheses is typically computationally intensive. Stochastic volatility models involve an additional state variable, dramatically increasing the cost of finite-difference methods. Finite-difference methods for jump-diffusions have similarly higher costs, although Bates (1991) develops a good approximation for quickly evaluating American options on jump-diffusion processes. And although American option evaluation under CEV processes is simplified by a transformation of
variables discussed in Nelson and Ramaswamy (1990), the transformation can only be used in the limited and uninteresting parameter range $0 \leq D \leq 2$ (Bates (1991)). An often-exploited loophole is that American option prices are well approximated by European prices in some cases.

Furthermore, there are more implicit parameters to be estimated from option prices than the single volatility parameter of the geometric Brownian motion model. Nonlinear multi-parameter techniques such as quadratic hill-climbing can be used, but require substantially more option evaluations. Globally optimal implicit parameter estimates cannot be guaranteed for these more general models.\(^{29}\)

The sections below discuss the limited existing research on implicit parameter-based tests of various alternative distributional hypotheses, with an emphasis on the testable predictions of these alternate specifications.

### 5.1 Constant Elasticity of Variance Processes

The constant elasticity of variance (CEV) model predicts that both asset return volatility and Black-Scholes implicit volatilities should change deterministically over time as a function of the underlying asset price. Whereas the original MacBeth and Merville (1980) implicit CEV parameter estimation was essentially descriptive of moneyness biases, subsequent papers have tested the above propositions to some extent. Emmanuel and MacBeth (1982) found that daily implicit CEV parameters varied over 1976 and 1978, yielding implicit distributions less positively skewed than the lognormal and sometimes negatively skewed over 1976 for 6 stock options, and distributions more

\(^{29}\)Bates (1991, 1995a) frequently found multiple locally optimal equilibria when inferring 4 jump-diffusion parameters daily from stock index and currency futures options.
positively skewed than the lognormal over April-November 1978 for 4 out of 6 stock options. Since stock return volatility innovations were negatively correlated with stock returns in 1976 and in 1978, only the 1976 option pricing patterns were qualitatively consistent with observed price/volatility correlations. Furthermore, Emmanuel and MacBeth found little ability of the CEV model to fit next month's option prices better than Black-Scholes conditional on the stock price change over the month, although results were better for 1976 than for 1978. There was some ability to outpredict Black-Scholes' forecast of the next day's option prices -- probably because of serial correlation in the Black-Scholes moneyness biases "explained" by the CEV model.

Peterson, Scott, and Tucker (1988) estimated the CEV parameters implicit in foreign currency options (5 currencies, 4 contracts, Sept. 1983-June 1984) at contract inception, and generally found implicit foreign currency distributions more positively skewed than the lognormal (D>1). Their test of the forecasting power for future option prices essentially indicates that the moneyness biases captured by the CEV model were persistent at 1-3 day horizons, but that the predicted changes in implicit volatilities given exchange rate changes were not discernable. Scott and Tucker (1989) found that CEV-based implicit volatilities did about the same as Black-Scholes in predicting actual currency volatility over 1983-87, despite substantial changes in exchange rates.

5.2 Stochastic Volatility Processes

At first blush, it does not appear possible to substantially refine the distributional predictions of the stochastic volatility model for asset returns beyond the existing tests of whether implicit volatilities from an ad hoc Black-Scholes model are unbiased and informationally efficient forecasts of future volatility. While in principle the volatilities inferred using a stochastic volatility model are less biased than an at-the-money Black-Scholes implicit volatility, the bias appears small for standard
estimates of the volatility of volatility. Second, the ad hoc approach, by computing sample variances over options' lifetimes, effectively captures any volatility changes that would be predicted by a stochastic volatility model. Finally, although stochastic volatility models predict conditionally and unconditionally leptokurtic distributions, the magnitude is small relative to sample leptokurtosis.

There are, however, two additional testable distributional predictions from stochastic volatility models. First, the stochastic volatility model typically predicts volatility changes relative to the Black-Scholes assumption of constant volatility. Testing this requires a maturity mismatch between options and time series; e.g., testing whether daily or weekly asset return volatility subsequently tends to increase (decline) whenever the term structure of implicit volatilities is upward sloping (inverted). Second, stochastic volatility models attribute any skewness implicit in option prices to a corresponding correlation between volatility and asset return shocks. As with CEV models, whether the predicted correlations are in fact observed can be tested.

Stochastic volatility models contain a number of testable predictions for the time series properties of implicit volatilities. First, since stochastic volatility option pricing models are premised upon an explicit volatility process, whether the time series properties of volatilities inferred from option prices are consistent with the postulated process can be tested. Probably the most important issue is whether implicit volatilities actually follow the one-factor mean-reverting AR(1) specification typically postulated for some transform of volatility. Issues regarding the volatility of volatility and whether implicit volatilities follow a diffusion can also be examined.

\[^{30}\text{A similar question regarding the compatibility of the time series properties of interest rates with postulated bond pricing models is a central issue in the bond pricing literature.}\]
Stein (1989) argued that the observed average term structure of S&P 100 implicit volatilities over December 1983 to September 1987 was inconsistent with the time series properties of implicit volatilities. Stein's argument was based on two tests. First, the average half-life to volatility shocks implicit in the term structure was 17.9 weeks, substantially and statistically significantly higher than the 5.4-week half-life estimated from the time series properties of implicit volatilities. Stein described this difference as "overreaction" of long-maturity options to short-maturity volatility shocks. Second, Stein tested and rejected the expectations hypothesis that the current forecast of next month's 1-month implicit volatility inferred from 1- and 2-month options is unbiased and informationally efficient. The former test is heavily dependent upon Stein's AR(1) specification for volatility; the latter test less so. Stein's results are disputed by Diz and Finucane (1993), who found no evidence of overreaction over December 1985 - November 1988 under either test -- not even for an 1985-87 data sample that overlaps with Stein's data. Diz and Finucane attribute the difference in results to their use of cleaner intradaily data. Omission of the early years of the S&P 100 index option market may also have had an effect.

Analyses of the term structure of implicit volatilities from foreign currency options have found qualitative agreement with the time series properties of implicit volatilities. Taylor and Xu (1994) found that both the term structure and the time series estimates over 1985-89 yielded a typical half-life to foreign currency volatility shocks around 1 month. Bates (1995b) found that the term structure from DM options yielded plausible half-lives of 1-3 months over 1986-87, 1988-89, and 1900-91. The earliest 1984-85 period had 12-24 month half-lives, sharply inconsistent with observed volatility mean reversion. Campa and Chang (1994) tested and failed to reject the expectations hypothesis.

---

31 Diz and Finucane report in their paper only the AR(1)-based tests. They also tested and could not reject the expectations hypothesis (private communication).
using December 1989 to March 1992 volatility quotes from the interbank foreign currency option market.

Bates (1995b) also found that the volatility of volatility inferred from option prices under a stochastic volatility model was significantly different from the volatility of implicit volatilities. Ludicrously high values of the volatility of volatility were necessary to generate implicit leptokurtosis of a magnitude consistent with the "volatility smile" in currency options. Under such values, volatility should be repeatedly reflecting off zero and attaining enormous values; neither was observed. The implication is that either the implicit leptokurtosis is attributable to fat-tailed exchange rate shocks, or options are mispriced. A further implication is that volatile volatility imparts little bias to Black-Scholes implicit volatilities under "reasonable" values of the volatility of volatility.

5.3 Jump Processes

Most papers that estimate jump processes implicit in option prices have been descriptive. And although jump processes appear qualitatively consistent with many features of asset return distributions (e.g., leptokurtosis that is more pronounced at daily and weekly frequencies than at monthly or quarterly), there have been very few tests of whether the distributions inferred from option prices using a model with jumps are in fact consistent with observed asset returns. Borensztein and Dooley (1987), for instance, showed that a substantially positively skewed pure-jump model fit foreign currency option prices in 1983-85 better than the Black-Scholes model, but did not test the model's plausibility against exchange rate data. Bates (1991) used jump-diffusion parameters inferred daily from S&P 500 futures options over 1985-87 to gauge crash fears prior to the stock market crash of 1987. Although there were periods when the jump-diffusion model fit option prices substantially better than the nested geometric Brownian motion model, whether those periods
Testing jump-diffusion implicit parameters against no-jump implicit volatilities on asset prices is primarily a test of third and fourth moments, since the implicit second moments are typically comparable (Bates (1991, 1995a)). Bates (1995a) inferred jump-diffusion parameters daily from 1-4 month Deutschemark and yen futures options over 1984-92 and 1986-92, respectively. For Deutschemark options, the higher-moment distributional abnormalities inferred from option prices did in fact contain statistically significant information for subsequent abnormal distributions in weekly log-differenced $/DM futures prices, although the predictions were not unbiased. Yen futures options contained no information whatsoever for subsequent $/yen futures price distributions. Bates (1995b) estimated a stochastic volatility/jump-diffusion process implicit in Deutschemark options over 1984-91, imposing constant parameters over the full data sample. An infrequent (biannual) substantial jump process was inferred from option prices, qualitatively consistent with one "outlier" in weekly log-differenced $/DM futures prices over the period. Owing to a fundamental lack of power when testing an infrequent jump hypothesis on eight years of data, the hypothesis of no jumps was as plausible as the hypothesis that jump magnitudes matched those inferred from option prices.

6. Summary and Conclusions

This paper has argued that the central empirical issue in option pricing is whether the distributions implicit in option prices are consistent with the conditional distributions of the underlying asset prices. Tests of consistency are almost invariably conducted within the framework of a

32 Pre-crash options in September and October 1987 certainly did not forecast a stock market crash.
particular distributional hypothesis. The most common framework by far has been the geometric Brownian motion hypothesis underlying the Black-Scholes model. This one-parameter model has been used extensively to examine whether the volatility assessments implicit in option prices are consistent with the volatility of the underlying asset price. Results have been mixed: implicit volatilities from most currency options are relatively unbiased forecasts of future currency volatility, whereas substantial biases have been found in implicit volatilities from stock and stock index options. There also seems to have been substantial evolution in the sophistication of option markets. Results including the early years of options markets typically involve more noise (e.g. more arbitrage violations) and a greater divergence from the time series properties of asset prices and implicit volatilities than found in studies from later periods.

By comparison with the studies of volatility compatibility between options and time series, studies of expected volatility changes and of higher moments are still in their infancy. To some degree, this is appropriate, given a somewhat hierarchical ordering among these three issues. If the volatility assessments diverge between options and time series, there is little reason to believe that moving to a more complicated model with time-varying variances or fat-tailed shocks will rectify the divergences. The (risk-neutral) expected average variance over the lifetime of the option is the single most important determinant of option prices. Other factors that induce skewness or excess kurtosis are typically second-order by comparison.\(^{33}\)

It is of course important to keep in mind alternate explanations for observed deviations between option prices and time series. Option prices are not actuarially fair when compensation for

\(^{33}\)Perhaps the one major exception to this general statement is the extremely pronounced and persistent negative skewness implicit in U.S. stock index options since the stock market crash in 1987.
systematic risk is required. Volatility risk premia could in principle explain a divergence between implicit variances and expected average variances over a finite horizon. It would, however, be easier to have confidence in this explanation if there had been more serious work in an asset pricing context on the plausible magnitude of these risk premia. The possibility that reported divergences represent data synchronization problems, bid-ask spreads, or errors in the option pricing methodology must also be kept in mind. Small errors can have large effects in option pricing research.

Nevertheless, option prices do indicate an assortment of interesting phenomena that are worth modelling and testing against the time series properties of the underlying asset price. Predicted volatility changes and higher-moment phenomena are implicit in option prices; whether they are subsequently realized by the underlying asset price requires additional investigation. Fluctuations in moneyness biases over time suggest the need for models of time-varying skewness.

It may be that these phenomena are attributable to market microstructure effects. The fluctuations in implicit skewness are highly correlated with relative trading activity in calls \textit{versus} puts for foreign currency futures options (Bates 1995b) and for S&P 500 futures options (Bates 1994). An alternate hypothesis is, for instance, that it represents price-gouging by option writers as the relative demand for out-of-the-money calls \textit{versus} puts by the end-users of options fluctuates. But the initial null hypothesis must always be that options are in fact priced rationally -- i.e., consistently with the time series properties of the underlying asset price. Conclusive tests of that hypothesis are an important and necessary first step before alternative explanations can be put forward.
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